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Overview

Welcome to the JNCIS-SP Study Guide—Part 3. The purpose of this guide is to help you prepare for
your JNO-360 exam and achieve your JNCIS-SP credential. The contents of this document are
based on the Junos MPLS and VPNs (JMV) course. This study guide is designed to provide
MPLS-based virtual private network (VPN) knowledge and configuration examples. The content
includes an overview of MPLS concepts such as control and forwarding plane, RSVP Traffic
Engineering, LDP, Layer 3 VPNs, next-generation multicast virtual private networks (MVPNs), BGP
Layer 2 VPNs, LDP Layer 2 Circuits, and virtual private LAN service (VPLS). This study guide also
covers Junos operating system-specific implementations of Layer 2 control instances and active
interface for VPLS. This guide is based on the Junos OS Release 10.3R1.9.

www.juniper.net

Overview * v



Document Conventions

CLI and GUI Text

Frequently throughout this study guide, we refer to text that appears in a command-line interface
(CLI) or a graphical user interface (GUI). To make the language of these documents easier to read,
we distinguish GUI and CLI text from chapter text according to the following table.

Style Description Usage Example

Franklin Gothic Normal text. Most of what you read in the Study
Guide.

Courier New Console text:

commit complete

e Screen captures P

* Noncommand-related Exiting configuration mode
syntax

GUI text elements: Select File > Open, and then click
* Menu names Configuration.conf in the

« Text field entry Filename text box.

Input Text Versus Output Text

You will also frequently see cases where you must enter input text yourself. Often these instances
will be shown in the context of where you must enter them. We use bold style to distinguish text
that is input versus text that is simply displayed.

Style Description Usage Example

Normal CLI No distinguishing variant. Physical interface:fxpO0,
Enabled

Normal GUI

View configuration history by clicking
Configuration > History.

CLI Input Text that you must enter. lab@San_Jose> show route

GUI Input Select File > Save, and type
config.ini inthe Filename field.

Defined and Undefined Syntax Variables

Finally, this study guide distinguishes between regular text and syntax variables, and it also
distinguishes between syntax variables where the value is already assigned (defined variables) and
syntax variables where you must assign the value (undefined variables). Note that these styles can

be combined with the input style as well.

Style Description Usage Example

CLI Variable  Textwhere variable value is policy my-peers
GUI Variable already assigned.

Click my-peers in the dialog.

CL1 Undefined Text where the variable’s value  Type set policy policy-name.
is the user’s discretion and text ping 10.0.x.y
where the variable’s value as U=
GUI Undefined shown inthe lab guide might Select File > Save, and type
differ from the value the user filename in the Fi lename field.
must input.
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Additional Information

Education Services Offerings

You can obtain information on the latest Education Services offerings, course dates, and class
locations from the World Wide Web by pointing your Web browser to:
http://www.juniper.net/training/education/.

About This Publication

The JNCIS-SP Study Guide—Part 3 was developed and tested using software Release 10.3R1.9.
Previous and later versions of software might behave differently so you should always consult the
documentation and release notes for the version of code you are running before reporting errors.

This document is written and maintained by the Juniper Networks Education Services development
team. Please send questions and suggestions for improvement to training@juniper.net.

Technical Publications
You can print technical manuals and release notes directly from the Internet in a variety of formats:
J Go to http://www.juniper.net/techpubs/.

. Locate the specific software or hardware release and title you need, and choose the
format in which you want to view or print the document.

Documentation sets and CDs are available through your local Juniper Networks sales office or
account representative.

Juniper Networks Support

For technical support, contact Juniper Networks at http://www.juniper.net/customers/support/, or
at 1-888-314-JTAC (within the United States) or 408-745-2121 (from outside the United States).
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Chapter 1: MPLS Fundamentals

This Chapter Discusses:
. Common terms relating to MPLS;
. Routers and the way they forward MPLS packets;
. Packet flow and handling through a label-switched path (LSP);
. Configuration and verification of MPLS forwarding; and

. Understanding the information in the Label Information Base (LIB).

IGP Forwarding

» Trafficis routed based on the IGP's best path selection

e Trafficthat is destined for networks attached to R6 and R7
uses the same path

The graphic shows metric-based traffic engineering in action. When sending traffic from a network connected to R1to a
network connected to R, traffic is routed through R3 because it has a lower overall cost (3, as opposed to 4, through R4). Note
that not only the traffic destined for networks connected to R6 follow the upper path, but also all traffic for networks connected
to R7 and any routers downstream from these routers.

© 20413 Juniper Networks, Inc. All rights reserved. MPLS Fundamentals ¢ Chapter 1-1



JNCIS-SP Study Guide—Part 3
Redirecting Traffic

= Redirecting traffic from R1, destined for R7, to
traverse R4 causes traffic destined to R6 to use R4
also

* This redirecting of traffic causes some of your links to be

underutilized, while others are overutilized
R=3

At some point, sending all of the traffic for R6 and R7 and points beyond through the R3 might not be the best idea. For
example, a lot of local traffic to the R3 might exist, and this traffic might delay the traffic to R6 and R7 while the path through R4
is underutilized. Whatever the actual cause, you might want to route at least some of the traffic to some destinations over the
lower links and through R4. Suppose traffic for R7 needs to be rerouted onto this lower path.

Rerouting traffic for R7 by raising metrics along the current path, as shown in the graphic, has the desired effect. Traffic to R7
now follows the path with cost 4 instead of cost 5. But forcing the traffic to use R4, by raising the metric on the upper path, has
the unintended effect of causing traffic destined for R6 to do the same and flow through R4.

Because interior gateway protocol (IGP) route calculation is topology driven and based on a simple additive metric, such as the
hop count or an administrative value, the traffic patterns on the network are not taken into account when the IGP calculates its
forwarding table. As a result, traffic will not be evenly distributed across the network’s links, causing inefficient use of expensive
resources. Some links may become congested, while other links remain underutilized. This result might be satisfactory in a
smaller network with less traffic, but in larger networks or networks with many connections, you must control the paths that
traffic takes in order to balance the traffic load. In other words, you need more control for realistic traffic engineering than the
usual IGP method of sending all traffic to a group of destinations over the same, single best path.

Possible Destabilization

= Adjusting the |IGP metric might destabilize the network

* Moves the problem to another section of the network
« Some of the links will be underutilized
« Some of the links will be congested and overutilized

* | acks control
« Alltraffic flows over the IGP shortest path

Changing of IGP metric to force traffic path movements has more drawbacks than just moving the traffic to downstream
destinations along with the target to the new path. Adjusting metrics manually can have a severe destabilizing effect on a

Chapter 1-2 ¢ MPLS Fundamentals © 2013 Juniper Networks, Inc. All rights reserved.
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network, especially a large one. As Internet service provider (ISP) networks became more richly connected, it became more
difficult to ensure that a metric adjustment in one part of the network did not cause problems in another part of the network.
Adjusting metrics just tended to move problems around. The low-cost links and paths became saturated, while the higher-cost
links and paths remained almost devoid of traffic.

There was little to no real control over the process. All traffic followed the path with the lowest IGP metric because no other
standard mechanism to distribute traffic flow existed. There were no rules and few guidelines to follow about which metrics to
adjust and by how much to adjust them. Traffic engineering based on metric manipulation offered a trial-and-error approach,
rather than a scientific solution to an increasingly complex problem.

ATM Switched Networks

Despite the obvious drawbacks to manual traffic engineering through IGP metric adjustments, metric-based traffic controls
continued to be an adequate traffic engineering solution until the mid-"90s. Most ISPs turned to Asynchronous Transfer Mode
(ATM) as their core technology. ATM is also referred to as an Overlay Network, which indicates there are multiple networks
working in parallel to forward traffic.

Benefits of ATM

= Benefits of using ATM
* ATM switches offered performance and predictable behavior

 Virtual circuits (VCs) could be reengineered without physical
network changes.

» Traffic statistics on a per-VC basis $\H H/$

= Downsides of ATM i \H

* Maintain separate infrastructure
* ATM cell overhead

» Scalability issues M
« Not well integrated i

ATM switches use what are called virtual circuits (VCs) to logically connect the routers and forward traffic. From the perspective
of the routers these VCs are viewed as point-to-point connections, but as you can see the physical topology can be much more
complicated. If a section within the network is deemed to be overutilized then the VCs can be altered, moving traffic to a less
utilized section, without changing the topology from the routers perspective. Another benefit for using an ATM network is the
ability to gather statistics on a per-VC basis. With standard IGP routing there was no way to gather relevant statistics because all
traffic either entering or leaving the router was counted. Being able to count the traffic entering or leaving a VC allowed the ISPs
to evaluate the network load of each VC and engineer their network accordingly.

Downsides of ATM

One of the downsides to running an ATM overlay network is that each of the different core technologies (ATM and IP) required
separate expert engineers and support staff to address the problems in their platforms.

Another downside is that, ATM cell overhead (often called the ATM cell tax) is introduced when packet-oriented protocols, such
as IP, are carried over an ATM infrastructure. ATM overhead is never less than about 10% and sometimes as high as 62% (a
40-byte TCP/IP acknowledgment packet requires 106 bytes of ATM on the wire when using AAL 5 and multi protocol
encapsulation). Assuming 20% overhead for ATM running on a 2.488-Gbps 0C-48 link, 1.99 Gbps is available for customer data,

© 2013 Juniper Networks, Inc. All rights reserved. MPLS Fundamentals ¢ Chapter 1-3
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and 498 Mbps—almost a full OC-12—is required for the ATM overhead. On a 10-Gbps 0C-192 interface, some 1.99 Gbps—
almost a full 0C-48 of the link’s capacity—is consumed by ATM overhead!

A network that deploys a full mesh of ATM VCs exhibits the traditional n2 problem for the number of links to be maintained (n x
(n-1))/2) where n is the number of routers. For relatively small or moderately sized networks, this problem is not a major issue.
However, for core ISPs with hundreds of attached routers, the challenge is quite significant. For example, when expanding a
network from five to six routers, an ISP must increase the number of VCs from 20 to 30. However, increasing the number of
attached routers from 200 to 201 requires the addition of 400 new VCs—an increase from 39,800 to 40,200 VCs. These
numbers do not include backup VCs or additional VCs for networks running multiple services that require more than one VC
between any two routers.

ATM VCs are not integrated with the IGP either. Thus, deploying full-mesh of VCs also stresses the IGP. This stress results from
the number of peer IGP relationships that must be maintained, the challenge of processing n? link-state updates in the event of
a failure, and the complexity of performing the Dijkstra calculation over a topology containing a significant number of logical
links. As an ATM core expands, the n? stress on the IGP compounds.

Frame Relay Networks

* Benefits of using Frame Relay
« Usesvirtual circuits (VCs)to move traffic to its destination
* Uses Data Link Connection Identifier (DLCI) number to separate

VCs
« Builtin Congestion Control
%\
s N
oS
— B4 ,

* Downsides of Frame Relay
I
- %/_\$

« Maintain separate infrastructure
Frame relay networks are also an overlay network. Frame Relay also use virtual circuits to create logical connections between
routers. Frame Relay uses a unique data-link connection identifier (DLCI) number to separate one VC from another. Frame relay
also has a built in congestion control mechanism.

O i

Frame relay also has its downsides. Similar to ATM a Frame Relay switch network is running multiple core technologies (Frame
Relay and IP) and each one required separate expert engineers and support staff to address the problems in their platforms.

Chapter 1-4 « MPLS Fundamentals © 2013 Juniper Networks, Inc. All rights reserved.
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Benefits of MPLS

* Improved route lookup time by using labels to forward traffic
* [ncreased scalability

» Additional control over how traffic moves through the
network using traffic engineering

Because core routing platforms and link speed increased so much within a few years the benefits of running a core of ATM
switches was no longer being seen. Routers are as fast, if not faster, than the speediest ATM switch. High-speed interfaces,
deterministic performance, and traffic engineering using VCs no longer distinguish ATM switches from Internet backbone
routers. The deployment of a router-based core solves a number of inherent problems with the ATM model: the complexity and
expense of coordinating two sets of equipment, the bandwidth limitations of ATM segmentation and reassembly (SAR)
interfaces, the cell tax, the n? VC problem, the IGP stress, and the limitation of not being able to operate over a mixed-media
infrastructure.

MPLS was originally designed to make IP routers as fast as ATM switches for handling traffic. MPLS uses label values to make its
forwarding decisions as traffic traverses the network. It is still commonly believed that MPLS somehow significantly enhances
the forwarding performance of label-switching routers. However, it is more accurate to say that exact-match lookups, such as
those performed by MPLS and ATM switches, historically have been faster than the longest-match lookups performed by IP
routers.

In any case, recent advances in silicon technology allow application-specific integrated circuit (ASIC)-based route-lookup engines
to run just as fast as MPLS or ATM virtual path identifier (VPI)/virtual channel identifier (VCI) lookup engines, so MPLS is no
longer seen as just a faster way of routing.

© 2013 Juniper Networks, Inc. All rights reserved. MPLS Fundamentals ¢ Chapter 1-5
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= Service Providers can offer different technologies like
ATM, Frame Relay, Ethernet, and IPsec over the same
Infrastructure

ATIA-LSP R2

----- Frame Relay L5P Core
Infrastructure

The real benefit of MPLS is that it provides a clean separation between routing (that is, control) and forwarding (that is, moving
data). This separation allows the deployment of a single forwarding algorithm—MPLS—that can be used for multiple services and
traffic types. In the future, as ISPs must develop new revenue-generating services, the MPLS forwarding infrastructure can
remain the same, while new services are built by simply changing the way packets are assigned to an LSP. For example, packets
can be assigned to a label-switched path based on a combination of the destination subnetwork and application type, a
combination of the source and destination subnetworks, a specific quality-of-service (QoS) requirement, an IP multicast group,
or a virtual private network (VPN) identifier. In this manner, new services can be migrated easily to operate over the common
MPLS forwarding infrastructure.

Chapter 1-6 ¢ MPLS Fundamentals © 2013 Juniper Networks, Inc. All rights reserved.
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MPLS Packet Header

* MPLS header is prepended to packet with a push operation
atingress node

* Label is added immediately after Layer 2 encapsulation
header

L2 Header MPLS Header Data

32-Bit
MPLS shim Header

* Packetis restored at the end of the LSP with a pop
operation

* Normally the label stack is popped at the penultimate
router

MPLS is responsible for directing a flow of IP packets along a predetermined path across a network. This path is the LSP, which
is similar to an ATM VC in that it is unidirectional. That is, the traffic flows in one direction from the ingress router to an egress
router. Duplex traffic requires two LSPs—that is, one path to carry traffic in each direction. An LSP is created by the
concatenation of one or more label-switched hops that direct packets between LSRs to transit the MPLS domain.

When an IP packet enters a label-switched path, the ingress router examines the packet and assigns it a label based on its
destination, placing a 32-bit (4-byte) label in front of the packet’s header immediately after the Layer 2 encapsulation. The label
transforms the packet from one that is forwarded based on IP addressing to one that is forwarded based on the fixed-length
label. The graphic shows an example of a labeled IP packet. Note that MPLS can be used to label non-IP traffic, such as in the
case of a Layer 2 VPN.

MPLS labels can be assigned per interface or per router. The Junos operating system currently assigns MPLS label values on a
per-router basis. Thus, a label value of 10234 can only be assigned once by a given Juniper Networks router. Multicast and IPv6
labels are assigned independently of unicast packet labels. The Junos OS currently does not support labeled multicast or IPv6,
except in the context of a Layer 2 or Layer 3 VPN.

At egress the IP packet is restored when the MPLS label is removed as part of a pop operation. The now unlabeled packet is
routed based on a longest-match IP address lookup. In most cases, the penultimate (or second to last) router pops the label
stack in penultimate hop popping. In some cases, a labeled packet is delivered to the ultimate router—the egress label-switching
router (LSR)—when the stack is popped, and the packet is forwarded using conventional IP routing.

The MPLS Header (Label) Structure

Label (20 bits) CoS|S TTL
r+r 5r %5 :%:r»G.--—Sw—S———————_—_1 1 1 1 1 1 gy ] | gy 1 1
L2 Header MPLS Header Data
32 bits

© 2013 Juniper Networks, Inc. All rights reserved. MPLS Fundamentals ¢ Chapter 1-7
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The 32-bit MPLS header consists of the following four fields:

20-bit label: Identifies the packet to a particular LSP. This value changes as the packet flows on the LSP from LSR
to LSR.

Class of service (CoS) (experimental): Indicates queuing priority through the network. This field was initially just the
CoS field, but lack of standard definitions and use led to the current designation of this field as experimental. In
other words, this field was always intended for CoS, but which type of CoS is still experimental. At each hop along
the way, the CoS value determines which packets receive preferential treatment within the tunnel.

Bottom of stack bit: Indicates whether this MPLS packet has more than one label associated with it. The MPLS
implementation in the Junos OS supports unlimited label stack depths for transit LSR operations. At ingress up to
three labels can be pushed onto a packet. The bottom of the stack of MPLS labels is indicated by a 1 bit in this
field; a setting of 1 tells the LSR that after popping the label stack an unlabeled packet will remain.

Time to live (TTL): Contains a limit on the number of router hops this MPLS packet can travel through the network.
It is decremented at each hop, and if the TTL value drops below 1, the packet is discarded. The default behavior is
to copy the value of the IP packet into this field at the ingress router.

Key Points to Remember about MPLS Labels

The following are some of the key points to remember about working with MPLS labels:

MPLS labels can be either assigned manually or set up by a signaling protocol running in each LSR along the path
of the LSP. Once the LSP is set up, the ingress router and all subsequent routers in the LSP do not examine the IP
routing information in the labeled packet—they use the label to look up information in their label forwarding tables.
Changing Labels by Segment

Much as with ATM VCls, MPLS label values change at each segment of the LSP. A single router can be part of
multiple LSPs. It can be the ingress or egress router for one or more LSPs, and it also can be a transit router of one
or more LSPs. The functions that each router supports depend on the network design.

The LSRs replace the old label with a new label in a swap operation and then forward the packet to the next router
in the path. When the packet reaches the LSP’s egress point, it is forwarded again based on longest-match IP
forwarding.

There is nothing unique or special about most of the label values used in MPLS. We say that labels have local
significance, meaning that a label value of 10254, for example, identifies one LSP on one router, and the same
value can identify a different LSP on another router.

Reserved MPLS Label Values

Labels O through 15 are reserved according to the procedures . O
outlined in RFC 3032, MPLS Label Stack Encoding.

IPv4Explicit NULL

®
=
Il

A value of O represents the IP version 4 (IPv4) explicit
null label. This label value is legal only when it is the

Router Alert Label
sole label stack entry. It indicates that the label stack IPvo EXD' icit NULL
must be popped, and the forwarding of the packet L
must then be based on the IPv4 header. * 3 = Implicit NULL
Avalue of 1 represents the router alert label. This label . 4 th rOUgh l 5 — for fUtU re yse

value is legal anywhere in the label stack except at the

.
N
I

bottom. When a received packet contains this label

value at the top of the label stack, it is delivered to a local software module for processing. The label beneath it in
the stack determines the actual forwarding of the packet. However, if the packet is forwarded further, the router
alert label should be pushed back onto the label stack before forwarding. The use of this label is analogous to the
use of the router alert option in IP packets. Because this label cannot occur at the bottom of the stack, it is not
associated with a particular network layer protocol. Essentially, label value 1 gives MPLS modules in different
routers a way to communicate with each other.

Chapter 1-8 ¢ MPLS Fundamentals © 2013 Juniper Networks, Inc. All rights reserved.
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A value of 2 represents the IP version 6 (IPv6) explicit null label. This label value is legal only when it is the sole
label stack entry. It indicates that the label stack must be popped, and the forwarding of the packet then must be
based on the IPv6 header.

A value of 3 represents the implicit null label. This is a label that an LSR can assign and distribute, but it never
actually appears in the encapsulation. When an LSR would otherwise replace the label at the top of the stack with
a new label, but the new label is implicit null, the LSR pops the stack instead of doing the replacement. Although
this value might never appear in the encapsulation, it must be specified in the label signaling protocol, so a value is
reserved.

Values 4-15 are reserved for future use.

Label Information Base

userldR3> show route table mpls.0

mpls .0: 4 destinations, 4 routes {4 active, 0 holddown, 0 hidden)

+ = Active Route, - = Last Active, * = Both

0 *[MPLS/0] 01:13:17, metric 1
Recelve

1 *#[MPL3/0] 01:13:17, metric 1

Incoming Label Raceive

2 *[MPLS/0] 01:13:17, metric 1 Dutgoing Label
Recelve

1000050 *[MPL3/6] 01:13:16, metric 1

* The LIB is stored in the mpls. 0O table

* Thempls. O table is automatically created. with label values for 0O,
1.and 2, whenyou configure the MPLS protocol
* Thistable is used by transit routers to make forwarding decisions

* Thempls. O table maps the incoming labels with the outgoing
label and next hop to forward the packets

> to 172.20.100.14

via ge-1/0/6.0,

Swap 1000515

The LIB and mappings are stored in the mpls .0 routing table. When you configure the MPLS protocol, the software
automatically creates this table. When it creates this table it installs three default labels in this table. Packets received with
these label values are sent to the Routing Engine for processing. As mentioned earlier, Label O is the IPv4 explicit null label,
Label 1 is the MPLS equivalent of the IP Router Alert label and Label 2 is the IPv6 explicit null label.

The transit routers use this table to make forwarding decisions based on the incoming label. The router will consult this table
and determine what the next-hop should be and what the outgoing label should be. This happens at each transit router to
ensure the traffic is traversing the correct path through the network.

In the sample output you can see the three default labels are created with the action of Receive. You will also notice there is
an incoming label value of 1000050, which indicates that the next-hop is 172.20.100.14 via interface ge-1/0/6. The output
also indicates that this particular router will swap the label with 1000515 before sending the packet on to the next router in the

path.

© 2013 Juniper Networks, Inc. All rights reserved.
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Label-Switching Routers

= All M Series Routers, T Series Routers, and MX Series

Ethernet Services Routers support LSR capabilities
* Simply called routers in this content
......... LSP A LSR

An LSR understands and forwards MPLS packets, which flow on, and are part of, an LSP. In addition, an LSR participates in
constructing LSPs for the portion of each LSP entering and leaving the LSR. For a particular destination, an LSR can be at the
start of an LSP, the end of an LSP, or in the middle of an LSP. An individual router can perform one, two, or all of these roles as
required for various LSPs. However, a single router cannot be both entrance and exit points for any individual LSP.

Router = LSR

This study guide uses the terms LSR and router interchangeably because all Junos OS routers are capable of being an LSR.

Label-Switched Path

LSP

An LSP is a one-way (unidirectional) flow of traffic, carrying packets from beginning to end. Packets must enter the LSP at the

beginning (ingress) of the path, and can only exit the LSP at the end (egress). Packets cannot be injected into an LSP at an
intermediate hop.

Generally, an LSP remains within a single MPLS domain. That is, the entrance and exit of the LSP, and all routers in between, are
ultimately in control of the same administrative authority. This ensures that MPLS LSP traffic engineering is not done
haphazardly or at cross purposes but is implemented in a coordinated fashion.

Chapter 1-10  MPLS Fundamentals © 2013 Juniper Networks, Inc. All rights reserved.
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The Functions of the Ingress Router

" [ngress router

» Packets enter LSP at ingress
* Also called a head-end router
* Upstream from other routers
* Performs label push operation

e LSPA |

k1

Layer2 | 1000050 COS S TTL Data FCS

Each router in an MPLS path performs a specific function and has a well-defined role based on whether the packet enters,
transits, or leaves the router.

At the beginning of the tunnel, the ingress router encapsulates an IP packet that will use this LSP to R6 by adding the 32-bit
MPLS shim header and the appropriate data link layer encapsulation before sending it to the first router in the path. Only one
ingress router in a path can exist, and it is always at the beginning of the path. All packets using this LSP enter the LSP at the
ingress router.

In some MPLS documents, this router is called the head-end router, or the label edge router (LER) for the LSP. In this study
guide, we call it simply the ingress router for this LSP.

An ingress router always performs a push function, whereby an MPLS label is added to the label stack. By definition, the ingress
router is upstream from all other routers on the LSP.

In our example we see the packet structure. We can identify that the label number is 1000050 and the ingress router action is
to push this shim header in between the Layer 2 Frame and the IP header.
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The Functions of the Transit Router

" Transit router
* There can be zero or more transit routers
e Perform label swap operations
e Forward traffic to next hop in LSP

Transit

Layer2 | 1000515 | COS |S| TTL Data FCS

An LSP might have one or more transit routers along the path from ingress router to egress router. A transit router forwards a
received MPLS packet to the next hop in the MPLS path. Zero or more transit routers in a path can exist. In a fully meshed
collection of routers forming an MPLS domain, because each ingress router is connected directly to an exit point by definition,
every LSP does not need a transit router to reach the exit point (although transit routers might still be configured, based on
traffic engineering needs).

MPLS processing at each transit point is a simple swap of one MPLS label for another. In contrast to longest-match routing
lookups, the incoming label value itself can be used as an index to a direct lookup table for MPLS forwarding, but this is strictly
an MPLS protocol implementation decision.

The MPLS protocol enforces a maximum limit of 253 transit routers in a single path because of the 8 bit TTL field.

In our example we know that the packet was sent to us with the label value of 1000050 as the previous graphic indicated. Since
this is a transit router we swap out the incoming label value with the outgoing label value for the next section of the LSP. We now
see that the label has a value of 1000515.

Chapter 1-12 « MPLS Fundamentals © 2013 Juniper Networks, Inc. All rights reserved.



JNCIS-SP Study Guide—Part 3

The Function of the Penultimate Router

= Penultimate router
» Second-to-lastrouter
* Normally pops the label stack
* Unlabeled packets sent to egress

......... LSP A 3 RG
Penultimate

R4 R7
% label pop %
Layer 2 Data FCS

The second-to-last router in the LSP often is referred to as the penultimate hop—a term that simply means second to the last. In
most cases the penultimate router performs a label pop instead of a label swap operation. This action results in the egress
router receiving an unlabeled packet that then is subjected to a normal longest-match lookup.

Penultimate-hop popping (PHP) facilitates label stacking and can improve performance on some platforms because it
eliminates the need for two lookup operations on the egress router. Juniper Networks routers perform equally well with, or
without, PHP. Label stacking makes use of multiple MPLS labels to construct tunnels within tunnels. In these cases, having the
penultimate node pop the label associated with the outer tunnel ensures that downstream nodes will be unaware of the outer
tunnel’s existence.

PHP behavior is controlled by the egress node by virtue of the label value that it assigned to the penultimate node during the
establishment of the LSP.

In our example you can see that the MPLS header has been popped and the router is sending the packet on to the egress router
without the MPLS information.
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The Functions of the Egress Router

= Egress router

» Packets exit LSP at egress

» Also called tail-end router

* Downstream from other routers

* Forwards packets based on IP address Egress

Layer 2 Data FCS

The final type of router defined in MPLS is the egress router. Packets exit the LSP at the egress router and revert to normal,

IGP-based, next-hop routing outside the MPLS domain.

At the end of an LSP, the egress router routes the packet based on the native information and forwards the packet toward its
final destination using the normal IP forwarding table. Only one egress router can exist in a path. In many cases, the use of PHP
eliminates the need for MPLS processing at the egress node.

The egress router is sometimes called the tail-end router, or LER. We do not use these terms in this study guide. By definition,
the egress router is located downstream from every other router on the LSP.

Interface Configuration

The default behavior of an interface is to
accept IP packets. In the Junos OS, this is done
by adding the protocol family inet with an IP
address to the interface you are working with.
In order for the interface to recognize and
accept MPLS packets we have to also configure
the MPLS protocol family under the interfaces
that will be participating in your MPLS domain.
Sample output demonstrates an interface
configuration with both families applied.

[edit interfaces]
user@R2# show
ge-1/0/0 {
unit O {
family inet {
address=s 172.20.100.21/30;
I
|family mpls;l
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MPLS is Configured Under Protocols Hierarchy

= Configured under protocols hierarchy
» Specify the interfaces that are running MPLS

[edit protocols]
userd@R2# show
mpls
|interface ge-1,/0/0.0;|

* You may also configure MPLS to include all interfaces

[edit protocols]
user@R2# show
mpls |

|interface allﬂ
interface fxp0.0 {
disalble;

'

When configuring the router to support MPLS you must tell the protocol what interfaces it can use. In our example there is one
interface on this router that will be participating in MPLS. In addition to specifying individual interfaces to participate in MPLS
you can use the option to include all interfaces. Remember, that you have to enable the interface to recognize MPLS traffic. If
the interface is not configured for protocol family MPLS, it will not send or receive MPLS packets. It is also good practice to
disable the management interface (FXPO) from participating, since it is not a routable interface.

Configure a Static LSP on the Ingress Router

protocols {
mpls {
static-label-switched-path <lsp-name> {
ingress {
next-hop <address or interface of next-hop router>;
to <address of egress router>;
rush <label>;

The static LSP is configured under the protocols hierarchy.The first thing to configure is the LSP name. This allows you to
configure multiple static LSPs between two specific routers. It is not necessary to configure unique names for static versus
dynamic LSPs (a static LSP could have the same name as a dynamic LSP configured on the same router). Having named LSPs
also allows you to configure a single-hop static LSP by specifying either an explicit null label or no label.

To configure a static LSP on an ingress router, include the ingress statement at the [edit protocols mpls
static-label-switched-path Isp-name] hierarchy level.You must also configure the to (address of egress router)
and next-hop (address or interface name of next-hop to reach next router) statements under the ingress statement. You can
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optionally configure the push statement. If you configure the push statement, you must specify a non-reserved label in the range
of O through 1,048,575. You can also apply preference, CoS values, node protection, and link protection to the packets under
the ingress configuration.

Configure a Static LSP on the Transit Router

protocols {
npls 1
static-labkbel-switched-path <lsp-name> {
transit <incoming-label> {
next-hop <address or interface of next-hop router>;

swap <outgoing lakel>;

}

To configure a static LSP on a transit router, include the transit statement at the [edit protocols mpls
static-label-switched-path <static-01sp-name>] hierarchy level. You must include the expected incoming label
directly after the transmit statement.

Under the transit hierarchy you must include the next-hop statement and either the swap or pop action. If you configure the
swap statement, you must specify a non-reserved label in the range of O through 1,048,575.

The transit static LSP is added to the mpls.O routing table. You should configure each static LSP using a unique name and at
least one unique incoming label on the router. Each transit static LSP can have one or more incoming labels configured. If a
transit LSP has more than one incoming label, each would effectively operate as an independent LSP, meaning you could
configure all of the related LSP attributes for each incoming label. The range of incoming labels available is limited to the
standard static LSP range of labels (1,000,000 through 1,048,575). To verify that a static LSP has been added to the routing
table, issue the show route table mpls.0 command.

Because you must configure the pop action at the penultimate router, you do not need to configure the static LSP on the egress
router. The packet coming into the egress router will be routed based on its Layer 3 information.

Additional Information on Static LSPs

It is best practice to make your LSP names unique to the path. This allows you to quickly identify the path you are looking for
when troubleshooting or making alterations to the configuration.

In the Junos OS you can configure your outgoing label with values from O to 1,048,575 but will only accept a incoming label
between 1,000,000 and 1,048,575 on the transit router. The Junos OS allows the outgoing label to be configured this way to
allow interoperability with other vendor equipment that might not have the same static label restriction on the transit routers.

The Junos OS will also allow the static label to be swapped and sent with a label value of O from the penultimate router. This will
allow the egress router to honor the EXP bits when queuing traffic through the static LSP.
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The Use of the inet. 3 Routing Table

= Routes associated with signhaled LSPs are installed in
the inet. 3 routing table

e Only BGP can view the contents of inet .3
=" BGP installs an LSP as the physical next hop for
transit destinations

* Internal destinations are not associated with a BGP next hop
and therefore do not use LSPs by default

In the Junos OS implementation of MPLS, the default behavior makes BGP the only protocol that is aware of the presence of
LSPs, and only then when BGP attempts to resolve the next hops associated with advertised prefixes.

Because MPLS LSPs are often used to engineer and direct transit traffic across an ISP’s backbone, the default behavior results
in internal traffic, which is not associated with a BGP next hop, continuing to use IGP forwarding. The result is that transit traffic
associated with a BGP next hop that resolves through the Inet. 3 table is subjected to LSP forwarding while all other traffic
remains unaware of the LSP’s presence. To maintain this separation from the normal IGP routing table, LSPs are normally
installed in the inet.3 table only.

BGP Installs LSP as Next Hop

When attempting to resolve the BGP next hop associated with a given prefix, BGP first looks in the inet. 3 table. If the next hop
can be resolved in the Inet. 3 table, the resulting LSP is installed into the forwarding table as the next hop for that BGP prefix.
If the next hop cannot be resolved in inet.3, BGP next attempts to resolve the next hop through the main inet.0 table.

Route Resolution

Core
no  ASBEB12
Loophacks
% 192168 1.x P Site 2
ASERR11
$ % 64.251/24
_ R1 oS R4
Site 1 ; - A?’ 182.19.2000,/30
ASE5510 $_$ ot
84.25.1/24 RE

172.18.1000/30
. o

The example in the next series of graphics shows how a router uses the information learned by BGP to forward transit traffic into
a LSP. We begin by examining how traffic is forwarded to the 64.25.1/24 network from the perspective of the Core.

Things start with the 64.25.1/24 prefix being learned by the R5 router through its EBGP session to Site2. The R1 router then
learns about 64.25.1/24 through its internal BGP (IBGP) session to R5. R1 installs the prefix as active and readvertises the
prefix to the Sitel router, again using EBGP.
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In this example, routers in Sitel begin sending traffic to 64.25.1/24 prefixes through R1. When this transit traffic arrives at the

R1 router, it must decide how to forward this transit traffic to 64.25.1/24.

So far, nothing in this example has anything to do with MPLS or traffic engineering. This has simply been a recap of conventional

BGP operation.

Unusable BGP Next Hop

-

ASBEB10 $_$
84.05,1/24
172.18.1000/30
R3

= =

Metwork B4.25.1.0/24 route advertisement,
user(@El> show route 64.25.1/24 all

inet .0:
+ =

13 destinations,
Active Route, - =

13 routes ({12 active,
Last Active, * = Both

p4.25.1.0/24 [BGE/170] 00:18:54,

L3 path: 65511 T

B
7 Core )
7Ry ASB5512 _
* Loopbacks \ _
K4 % 192.168.1 RS S, Site 2
’ N ASE5611
*,' % % 64.25.1/24

Site 1 e Rt m’l‘ 18219.2000/70

%

0 holddown,

localpref 100,

RE

1 hidden}

from 192.168.1.5

This example backs up the process a bit and looks at a common problem with BGP routes: unusable next hops. This discussion
helps reinforce the interaction of BGP and LSP routing table integration. Note that the previous graphic shows the R1 router
advertising the 64.25.1/24 prefix to a router in Site1. A route with an unusable next hop cannot be active and, therefore, cannot

be exported from the routing table.

A look at the routing table on the R1 router reveals that the router has learned the 64.25.1/24 through BGP, but it also shows

that the route cannot be used. The route learned from the R5 router to

64.25.1/24 is hidden, which is why the al I switch was added to the show route command in the example. More

investigation is necessary to determine why.

Again, there is no MPLS traffic engineering in this example.
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Why the Route Is Hidden

userfdRl> show route 64.25.1.0/24 all extensive

inet.0: 13 destinations, 13 routes (12 active, 0 holddown, 1 hidden)
£4.25.1.0/24 (1 entry, 0 announced;
BGE Preference: 170/-101
|Next hop type: Unusable |
Next-hop reference count: 1
State: <Hidden Int Ext>
Local AS: 65512 Peer RAS: 65512
RAge: 26:55
Task: BGP £5512.152.168.1.5+60163
A5 path: 65511 I
Aocepted
Localpref: 100
Router ID: 1%22.168.1.5
Indirect next hops: 1
| Protocol next hop: 162.19.200.2 |
Indirect next hop: 0 -

An extensive view of the 64.25.1/24 prefix at the R1 router shows that the next hop for this route is unusable, even though
the correct next hop for the route is listed. At this point, it appears that the R1 router does not know how to get to the next hop
182.19.200.2 connected to R5.

The problem here is that the 182.19.200/30 prefix used to support the EBGP peering session between R5 and Site2 is not
advertised by the core IGP. Put simply, the problem is that R1 does not have a route to 182.19.200/30.

Suggested Resolution

* , T \ *
s  Core S
7ho ASBEB12 X
g Loophacks N
R % 192.168.1.x CREN Yo Site 2
’ E ASEEE11
: Oz B4.25.1/24
s e
_ r1¥ /S TN\l R4 S%
Site 1 /\qﬂ’ - 007 182.19.2009/30
ASEE510 %_% N % Tob
84.05.1/24 RG
172.18.100.0/30
- o
4= - = - = Network 64.251.0/24 route advertisement

This graphic solves the 64.25.1/24 hidden route problem at R1 through a next-hop self policy applied at the R5 router. A
next-hop self solution is one of several viable ways to correct unreachable BGP next hops.

Setting next-hop self on the R5 router results in the route advertisement for 64.25.1/24 arriving at the R1 router with a BGP
next hop that represents the R5 router’s loopback address. The R1 router can resolve the R5 router’s loopback address
because the IGP running throughout the autonomous system (AS) advertises that information.

At this stage, transit connectivity to 64.25.1/24 destinations is now provided by the core. This connectivity is based on IGP
forwarding.
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Verifying the Route Is Usable

userfRl> show route 64.25.1/24 extensive

inet.0: 14 destinations, 21 routes {14 active, 0 holddown, 0 hidden)
£4.25.1.0/24 (1 entry, 1 announced)
TSI

Indirect next hops: 1
|[Protocol next hop: 192.168.1.5 Metric: O]
Indirect next hop: 8£00870 1048576
Indirect path forwarding next hops: 1
Next hop tvpe: Router
[vext hop: 172.20.0.2 via ge-1/0/6.0 weight Ox1|
192.1¢8.1.5/32 Originating RIB: inet.3

Metric: 0 Node path count: 1
Forwarding nexthops: 1

WNexthop: 172.20.0.2 via ge-1/0/6.0

Quick review of the extensive information for the 64.25.1/24 route reveals that the route now has a usable protocol next hop to
R5s loopback interface and we have the physical next hop to R2.
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[edit protocols mpls]
user@Rl# show =« = = Network 642510724 routs advertisement.
static-label-switched-path my-lsp {
ingress {

next-hop 172.20.0.2;

to 1%2.1e8.1.5;

push 1000050;

h

}

Now that we applied next-hop self to the BGP route
making it usable. The sample network is ready for us
to configure a Static LSP.

The key aspects of the configuration at R1 that define
a static LSP to R5 are shown on the graphic. The LSP
is the preferred route to 64.25.1/24 because BGP
looks up a prefix in the inet. 3 table (for LSPs)
before looking in the inet.0 table (used by IGPs)
and because LSPs are preferred over IGP routes due
to route preference.

Now that we have configured the ingress router to
forward the traffic into the LSP, we need to configure
the transit LSRs to swap the labels through the rest of
the path. The minimum configuration is displayed
above. Notice that we do not define the egress router.
As discussed previously we do not need to configure
the static LSP on the egress router because we are
popping the MPLS header at the penultimate router

[edit protocols mpls]
userlRz# show
static-label-switched-path my-1lsp {
Lransit 1000050 {
next-hop 172.30.0.2;
swap 1000515;

[edit protocols mpls]
userfdR4# show
static-label-switched-path my-1sp {
transit 1000515 {
next-hop 172.40.0.2;

pop-

and sending the packet to the egress router in its
native form to be routed based on the Layer 3 header.
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Comparing Route Preferences

user@Rl> show route 192.168.1.5

inet.0: 14 desztinations, 21 routes {14 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

152.168.1.5/32 [*10sPF/L10] 01:34:32, metric 3 |
> to 172.20.0.2 via ge-1/0/6.0
[BGP/170] 00:46:34, localpref 100, from 15%2.168.1.5
A5 path: T
> to 172.20.0.2 via ge-1/0/6.0, Push 1000050

inet.3: 1 destinations, 1 routes (1 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

1582.1e6.1.5/32 I*[MPLS/6/1] 01:47:44, metric OI
> to 172.20.0.2 via ge-1/0/6.0, Push 1000050

The graphic shows that once the LSP to R5 is established, information about the route to the R5 router’s loopback address (the
next hop for the 64.25.1/24 prefix) is present in not one but two routing tables. These are inet.0, used by all routing
protocols, and inet.3, which is used by BGP.

But what ensures that BGP resolves its next hop through the LSP to R5 instead of the IGP route? The answer is simple: the
preference assigned to LSPs is lower than the preference assigned to IGP routes. This causes the router to prefer LSPs over IGP
routes. Should preferences be set the same, entries in the inet. 3 table are preferred over entries in the inet.0 table.

A key point on the graphic is that both the IGP and MPLS routes are active, albeit in separate tables. The result is that traffic
addressed to 192.168.1.5 uses the IGP route, while traffic associated with a BGP next hop of 192.168.1.5 uses the LSP.
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BGP Installs LSP as Forwarding Next Hop for 64.25.1/24
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my-lsp

userfRl> show route 64.25.1.0/24 = - = - = Network 64.25.1.0/24 route advertisement

inet.0: 14 destinations, 21 routes (14 actiwve, 0 holddown, 0 hidden)
* =

+ = Active Route, - = Lasgst Actiwve, Both
6d.25.1.0/24 *[BGP/L70]| 00:52:23, localpref 100,|from 192.168.1.5|

AS path: 65511 I
| > to 172.20.0.2 via ge-1/0/6.0, Push 1000O50|

It helps to keep in mind that the goal of this whole exercise is not to use the LSP to reach the R5 router’s loopback address; the

goal is to direct transit traffic associated with the 64.25.1/24 prefix through a LSP for transport across the Core AS.
The graphic shows that the BGP route to 64.25.1/24 is present in the inet.0 routing table as a BGP route. However, the

results of BGP next-hop resolution through the Inet. 3 table results in the static LSP being installed as the forwarding next hop

for traffic associated with the 64.25.1/24 prefix.

Packets destined to 64.25.1/24 that arrive at the R1 router are forwarded over the LSP. No other traffic will use this LSP with
the current configuration. Note also that packets can only enter an LSP at the ingress node.

Ingress Router

OSPF IS-IS BGP RSVP LDP Static
5 i s S
IP MPLS
Routing Table Routing Table
(inet.0) (inet.3)

}

IP Forwarding Table

The previous example demonstrated how signaled LSPs are installed in the inet. 3 routing table. RSVP, LDP, and Static LSPs

install the IP prefix to the egress router into the inet.3 table on the ingress router. We will discuss RSVP and LDP in later
chapters.

The next-hop data for entries in the inet. 3 table consist of the LSP’s egress interface and the label value assigned by the
LSP’s first downstream router.
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Note that the various routing protocols continue to use the inet.0 IP routing table to determine the current active route to IP
destinations.

A sample Inet.3 entry that shows the next-hop forwarding information for an LSP is shown here. Note the presence of a label
push operation and egress interface:

user@R1> show route table inet.3 detail

inet.3: 1 destinations, 1 routes (1 active, 0 holddown, O hidden)
192.168.1.5/32 (1 entry, O announced)
*MPLS Preference: 6/1
Next hop type: Router
Next-hop reference count: 2
Next hop: 172.20.0.2 via ge-1/0/6.0 weight 0Ox1, selected
Label operation: Push 1000050
State: <Active Int>
Local AS: 65512

Age: 39 Metric: O
Task: MPLS
AS path: 1|

BGP Resolves Its Next Hop Using Both Tables

IS-IS | - = BGP |- | RSVP LDP Static |Contains IP

_l | | prefixto egress
[ . :

router with LSP

OSPF

Y
Y
afpunnns

hext hop.
IP MPLS P
Routing Table Routing Table Only BGP uses
(inet.0) (inet.3) this routing
l tahle.

IP Forwarding Table

BGP must resolve a protocol next hop to a forwarding next hop in a process known as a recursive route lookup. The goal of this
process is to resolve the advertised BGP next hop to a directly connected forwarding next hop.

BGP uses both the inet.0 and inet.3 tables when attempting to resolve a next-hop address. When the same prefix appears
in both inet.0 and inet.3 tables, as is the case of this example, BGP chooses the route with the lowest preference. This
results in the selection of the LSP when default preference values are at play. In the event of a preference tie, entries in inet.3
are preferred over inet.0 entries.

BGP Selects inet.3 over inet.0

By default, BGP prefers LSP-based resolution of a BGP prefix’s next hop. If there is a preference tie between inet.3 and
inet.0, BGP selects the inet. 3 route over the inet.O route.
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LSP Installed as Forwarding Next Hop in inet.0

= | SP to egress router copied to inet .0 as a

forwarding next hop
e Specified LSP's egress interface and label to push
OSPF SIS | | BGP | RSVP LDP | | Static

1T 1

Pr—
PP
Py

inet. 0O inet.3
to: A64.25.1.0/24
192.168.1.5 < my-lsp +«—|192.166.1.5 2 my-lsp
Push label 1000050 Push lakel 1000050

IP Forwarding Table

£4.25.1/24 2 ny-lsp Push label 1000050

The LSP’s forwarding information is copied into inet.0 when BGP can resolve its next hop though the LSP. A key point is that
the LSP itself is not installed into inet.0. Rather, the BGP prefix is installed into inet.0 with a forwarding next hop that
points to the LSP. Thus, traffic not associated with the BGP next hop in question continues to be unaware of the LSP’s presence.
The graphic shows how the forwarding table is ultimately configured to forward over the LSP for traffic associated with the BGP
prefix 64.25.1/24.

LSPs Are Installed in Ingress Router’s inet. 3 Table

* Points to the |P addresses specified as egress

« Normally identifies the egress router's loopback address

« Addressappears as if it were directly connected
* When LSP is up, next hop is usable and attractive to BGP
* When LSP is down, LSP next hop is unusable

« Canstill use normal IP routing to reach next hop

In summary, LSPs appear in the ingress router’s inet. 3 table. The next-hop address points to the egress router as if it were
directly connected and not at the end of an LSP passing through many transit points. Normally the LSP’s egress address is
specified as the egress router’s loopback address, which also serves as the router ID.

When the LSP is up, this next hop is usable by BGP for next hop route resolution. When the LSP is down, the next hop referenced
by the LSP is unusable. Packets still can use normal IGP routing information to resolve the next hop, however.

Only BGP Is Aware of inet.3

Only BGP pays attention to the entries housed in inet. 3 and only then when it is resolving a BGP next hop. LSPs are hidden
from the main IP routing table, which allows non-BGP traffic to continue to use the IGP forwarding path.

Note that the examples we discuss in this section are based on the default LSP routing table integration behavior. With
additional configuration, the presence of LSPs can be made known to non-BGP traffic. The decision to traffic engineer internal
traffic requires careful consideration because MPLS, and even basic router troubleshooting, might be complicated when pings
and traceroutes begin using LSPs.
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Routing Tables Used in MPLS

e Inet.0O
* Primary IP unicast routing table
« Caninstall additional prefixes per LSP with
install prefix active;
e Inet.3
* MPLS routing table
* Housessignhaled LSPs at ingress node
« Caninstall additional prefixes per LSP with
install prefix;
*mpls.O
* MPLS label-switchingtable
» Used by transit and egress routers

In summary, three tables are important when you configure MPLS along with normal routing protocols. These are inet.0,
inet.3,and mpls.O:
. inet.0: The primary IP unicast routing table. Normally, IGPs only look in this table to resolve next hops. You can

allow IGPs to access LSP information available in inet. 3 on an LSP-by-LSP basis by installing LSP prefixes into
inet._0Ousingthe install prefix active CLI configuration command in the configuration for that LSP.

. inet.3: The MPLS routing table. All signaled LSPs are installed in this table where only BGP can find them. You
can add prefixes associated with the LSP to the inet. 3 table by using the install prefix CLI configuration
command in the configuration for that LSP. This knob is useful when you want BGP to use the LSP and next-hop self

is not in effect at the egress node.

. mpls.0: The MPLS label switching table. Transit and egress routers use the contents of this table to swap and pop
labels as needed when handling the LSP.
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MPLS Forwarding—Ingress Router

" |ngress router

* Performs forwarding lookup based on destination IP address
* Resolvesin inet.3 or inet. 0 routing table

e After the next hop is determined to be the LSP ,the MPLS

headeris added and the packetis forwarded with the
corresponding label

nser@RZ> show route table inet.3

inet.3: 1 destinations, 1 routez (1 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

19%2.168.1.5/32 *[MPLS/6/1] 00:25:52, metric O
> to 172.20.100.22 wvia ge-1/0/5.0, Push 1000050

The ingress router makes its forwarding decisions based on the destination address. It will resolve the next hop by inspecting

the inet.3 and the Inet.0 routing tables. After the next hop is determined to be the LSP the MPLS shim header is added and
the packet is forwarded on to the appropriate next hop router.

MPLS Forwarding—Transit Router

®» Transit router

* Performs forwarding lookup based on incoming label
* Resolvesinmpls. 0 routing table

e Label handling depends on LSR type

* Transitswaps out the incoming label with the outgoing label and
forwards the packet to the next router

« Ifthe transit router is also the penultimate router. it usually pops
the label and forwards it to the egress router in its native form

The transit router makes its forwarding decision based on the incoming label and refers to the information stored in the mpls.0
routing table. If the transit router is more than two hops away from the egress router it will perform a label swap operation in the
MPLS header. The router will then forward the packet on to next hop router with the new label to continue through the LSP. If the

transit router is also the penultimate router it will pop the MPLS header and forward the packet on to the egress router in its
native form.
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MPLS Forwarding—Egress Router

= Egress router

» Performs forwarding lookup based on destination IP address
* Resolvesinthe inet.0 or inet. 3 routing table

The egress router forwards traffic based on the destination IP address and consults both the inet.0 and inet. 3 routing
tables to accomplish this.

MPLS Label Mapping

" The mpls. 0 table contains the mapping information
of incoming labels to outgoing labels and next-hop
Information used to forward MPLS packets, also
known as the LIB

user@R2> show route table mpls.O

npls.0: 4 destinations, 4 routes (4 active, 0 holddown, 0 hidden)

+ = Active Route, - = Last Active, * = Both
Receive
1000050 * [MPLS/6] 01:13:16, metric 1

> to [L72.20.100.14 via ge-1/0/6.0, [Fwag[I000519

: Mext-hop address and outgoing
Incoming MPLS label values interface Label Operation

Outgoing MFLS label values

The mpls.O routing table contains the mapping information used to forward traffic by the transit routers. A quick review of this
table will show you the possible incoming label values and indicate what protocol they were learned by. As you can see in the
example you can see local next hop information. The output also shows us what the label action is and what the next label value
will be when the packet is forwarded on to the next router downstream. This table is sometimes referred to as the LIB.
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Penultimate Hop Popping

= Penultimate hop popping (PHP) is the default
behavior in the Junos 0S

* Penultimate router pops the MPLS label

* Forwards the native |P packet to the egress router, which
makes the forwarding decisions based on the IP header

user@R5> show route table mpls.O

mpls.0: 5 destinations, 5 routes (5 active, 0 holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
1000515 *[MPLS/6] 01:28:33, metric 1

> to 172.20.100.2 via ge-1/0/8.0,
1000515 (5=0) * [MPLS/6] 01:28:33, metric 1

> to 172.20.100.2 via ge-1/0/8.0,

Label Operation

PHP is the default behavior in the Junos OS. As discussed earlier the penultimate router is the router directly upstream from the
egress router. It will pop the label and forward the packet on to the egress router without the MPLS header.

Implicit NULL
Implicit Null is the default behavior in the Junos OS from the perspective of the egress router. This operation tells the upstream
router (penultimate) that they should pop the label and forward the packet without a MPLS header.

Explicit NULL

Explicit Null can be configured on the egress router under the [edit protocols mpls] hierarchy. This operation tells the
upstream router (penultimate) that it must forward the packets on to the egress router with a MPLS header and the egress
router will handle the pop action.
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Review Questions

1. How does the ingress LSR make forwarding
decisions?

2. What is the default behavior in the Junos OS for
popping labels?

3. What routing table does a transit router use to make
forwarding decisions?

Answers to Review Questions
1.

The ingress router uses the destination IP address of the packet to make its forwarding decision. It will consult the inet.0 and inet.3 routing

table to resolve the next-hop.
2.

The default behavior in the Junos OS is for the egress router to signal the penultimate hop router to pop the mpls header and send the
packet downstream without a mpls header. This is known as penultimate hop popping.

3.

The transit router will use the mpls.0 routing table to make its forwarding decisions. These decisions are made based on the incoming label

value.
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Chapter 2: Label Distribution Protocols

This Chapter Discusses:
. Two label distribution protocols used by the Junos operating system;
. Configuration and verification of RSVP-signaled and LDP-signaled label-switched paths (LSPs); and
. Understanding the constraints of both RSVP and LDP.

Label Distribution Protocols

» Often referred to as signaling protocols

* Dynamically establishes a LSP
* Exchanges label information

¢ Junos OS supports two types of label distribution protocols.
* Resource Reservation Protocol (RSVP)

« Label Distribution Protocol (LDP)

- Toreduce confusion, this content uses the acronym. LDP, to
refer only to the particular protocol named Label Distribution
Protocol.

Label distribution protocols create and maintain the label-to-forwarding equivalence class (FEC) bindings along an LSP from
the MPLS ingress label-switching router (LSR) to the MPLS egress LSP. A label distribution protocol is a set of procedures by
which one LSR informs a peer LSR of the meaning of the labels used to forward traffic between them. MPLS uses this
information to create the forwarding tables in each LSR.

Label distribution protocols are often referred to as signaling protocols. However, label distribution is a more accurate
description of their function and is preferred in this study guide.

Unlike the static LSP we discussed in the last chapter, the label distribution protocols create and maintain an LSP dynamically
with little or no user intervention. Once the label distribution protocols are configured for the signaling of an LSP, the egress
router of an LSP will send label (and other) information in the upstream direction towards the ingress router based on the
configured options.

The Junos OS supports two different label distribution protocols: RSVP and LDP. To reduce the chance of confusion this study
guide will use the acronym LDP when referring to the particular protocol. RSVP is a generic label distribution protocol that was
adapted for use in MPLS. LDP on the other hand was developed specifically to be used with MPLS.
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RSVP

|s used for traffic engineering
Internet standard for reserving resources
Extended to support:
« Explicit path configuration
* Path numbering
* Routerecording
Provides keepalive status for:
« Visibility
« Redundancy

The Junos OS uses RSVP as the label distribution protocol for traffic engineered LSPs.

RSVP was designed to be the resource reservation protocol of the Internet and “provide a general facility for
creating and maintaining distributed reservation state across a set of multicast or unicast delivery paths” (RFC
2205). Reservations are an important part of traffic engineering, so it made sense to continue to use RSVP for this
purpose rather than reinventing the wheel.

RSVP was explicitly designed to support extensibility mechanisms by allowing it to carry what are called opaque
objects. Opaque objects make no real sense to RSVP itself but are carried with the understanding that some
adjunct protocol (such as MPLS) might find the information in these objects useful. This encourages RSVP
extensions that create and maintain distributed state for information other than pure resource reservation. The
designers believed that extensions could be developed easily to add support for explicit routes and label
distribution.

Extensions do not make the enhanced version of RSVP incompatible with existing RSVP implementations. An RSVP
implementation can differentiate between LSP signaling and standard RSVP reservations by examining the
contents of each message.

With the proper extensions, RSVP provides a tool that consolidates the procedures for a number of critical signaling
tasks into a single message exchange:

- Extended RSVP can establish an LSP along an explicit path that would not have been chosen by the interior
gateway protocol (IGP);

- Extended RSVP can distribute label-binding information to LSRs in the LSP;

- Extended RSVP can reserve network resources in routers comprising the LSP (the traditional role of RSVP);
and

- Extended RSVP permits an LSP to be established to carry best-effort traffic without making a specific
resource reservation.

Thus, RSVP provides MPLS-signaled LSPs with a method of support for explicit routes (“go here, then here, finally here...”), path
numbering through label assignment, and route recording (where the LSP actually goes from ingress to egress, which is very
handy information to have).

RSVP also gives MPLS LSPs a keepalive mechanism to use for visibility (“this LSP is still here and available”) and redundancy
(“this LSP appears dead... is there a secondary path configured?”).
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LDP

e LDP always follows the |IGP best path
* Executes hop by hop
* Does not support engineered paths

LDP associates a set of destinations (prefixes) with each data link layer LSP. This set of destinations is called the FEC. These
destinations all share a common data LSP path egress and a common unicast routing path. LDP supports topology-driven MPLS
networks in best-effort, hop-by-hop implementations. The LDP signaling protocol always establishes LSPs that follow the
contours of the IGP’s shortest path. Traffic engineering is not possible with LDP.

RSVP

* A generic quality of service (QoS) signhaling protocol

* An Internet control protocol—uses IP as its network layer
* Designed originally for host-to-host usage

» Not a data transport protocol

e Not a routing protocol
« Usesthe IGP to determine paths

RSVP is a generic signaling protocol designed originally to be used by applications to request and reserve specific
quality-of-service (QoS) requirements across an internetwork. Resources are reserved hop by hop across the internetwork; each
router receives the resource reservation request, establishes and maintains the necessary state for the data flow (if the
requested resources are available), and forwards the resource reservation request to the next router along the path. As this
behavior implies, RSVP is an internetwork control protocol, similar to Internet Control Message Protocol (ICMP), Internet Group
Management Protocol (IGMP), and routing protocols.

RSVP does not transport application data, nor is it a routing protocol. It is simply a label distribution protocol. RSVP uses unicast
and multicast IGP routing protocols to discover paths through the internetwork by consulting existing routing tables.
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RSVP Data Flows

= Unidirectional data flows
* [ngress router initiates connection

= Soft state
e Path and resources are maintained dynamically
e Can change during the life of the RSVP session
* Path message are sent downstream
* Reservation message are sent upstream /Egress LSR

R1
Gind %_% R2 R4
e o p-"'%_% Site 3
Ingress LSR ) R3 /

= = Path hessade é;
= = Reservation Message

Site 2

RSVP requests resources for unidirectional data flows. Each reservation is made for a data flow from a specific sender to a
specific receiver. While RSVP messages are exchanged between the sender and receiver, the resulting path itself is
unidirectional.

Although the application data flow is from the sender to the receiver, the reservation itself is initiated by the receiver. The sender
notifies the receiver of a pending flow and characterizes the flow, and the receiver is responsible for requesting the resources.
This design choice was made to accommodate heterogeneous receiver requirements and for multicast flows in which multiple
receivers join and leave a multicast group.

RSVP Is a Soft State Protocol

RSVP requests made to routers along the transit path cause each router either to reject the request for lack of resources or
establish a soft state. This is in contrast to a hard state, which is associated with virtual connections that remain established for
the duration of the data transfer. Soft state means that the logical path set up by RSVP is not associated necessarily with a
physical path through the internetwork. The logical path might change during its lifetime as the result of the sender’s changing
the characterization of the traffic, causing the receiver to modify its reservation request, or causing the failure of a transit router.

Refreshing the soft state periodically maintains it. In standard RSVP implementations, sending path (downstream) and
reservation (upstream) messages along the path accomplishes this refreshing. The Junos OS also uses the hello extension to
maintain state and detect router failures; by default, hello messages are sent every nine seconds. The hello protocol can detect
state changes within seconds, instead of several minutes as with standard RSVP implementations. The hello protocol is fully
backward-compatible with older RSVP implementations. If a neighboring router does not support hello messages, The Junos OS
RSVP uses standard soft-state procedures.

Note that path messages are sent all the way to the egress before they trigger the generation of a reservation message in the
upstream direction. Messages are not paired in time on the link.

Chapter 2-4 < Label Distribution Protocols © 2013 Juniper Networks, Inc. All rights reserved.



JNCIS-SP Study Guide—Part 3

RSVP Messages Signal Sessions

= Sessions signaled by RSVP messages

= Messages are comprised of RSVP objects

» Message types for sighaling MPLS LSPs:
« Path: RequestLSP be created
Resv: Reserve resources for LSP

PathTear: Remove path (and corresponding reservation) state

ResvTear: Remove reservation state

PathErr: Error message sent upstream to sender

ResvErr: Error message sent downstream

Different RSVP message types are used to establish and remove the RSVP state necessary for signaling MPLS LSPs. This
graphic describes some of these message types:

Path messages are sent by the ingress router and request that a path (LSP) be created. Path messages contain a
destination address of the egress router but are processed by all RSVP routers along the requested path.

Resv messages reserve resources—including label assignments—for the LSP. These messages are sent from the
egress router and are forwarded hop by hop along the reverse path to the ingress router.

PathTear messages delete the path and all dependant reservation state from routers that receive them. The
PathTear message is originated by the sender, or by a router whose path state has timed out, and it always travels
downstream toward the receiver.

PathErr messages report errors in processing path messages, and travel upstream to the sender along the reverse
route of path messages.

Resv Err messages report errors in the processing of Resv messages, and travel hop by hop downstream to the
receiver.

Messages Comprised of RSVP Objects

All RSVP messages share a common RSVP header that includes a field for identifying the message type. The messages is
comprised of this common header followed by one or more RSVP objects. Later sections provide details on the RSVP objects
used in the signaling of MPLS LSPs.
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Soft State Information

Path state block Edress L=R
R1 R5 /
Site 1 % W\w %
i —— Sl - — Site 3
[ -
) :’-"-:‘ __—___'$r- 3
Ingress LSR / “| Mote: Removed lower |
| portion of network

Resy state block

— =—»Path Message
= = Reservation Message

To maintain a reservation state, RSVP tracks soft state in each router. The RSVP soft state is created and periodically refreshed
by path and reservation-request messages. The state information is soft because it is deleted if no matching refresh messages
arrive before the expiration of a cleanup timeout interval. This state can also be deleted as the result of an explicit teardown
message. RSVP periodically scans the soft state to build and forward path and reservation-request refresh messages to
succeeding hops.

Path State Block

Each path state block contains information about a particular session or LSP. This state is derived from information received in
path messages and is stored in each router along the path.

Reservation State Block

Each reservation state block holds a reservation request that arrived in a particular Resv message, corresponding to the
following three objects: (session, next hop, Filter_spec_list).

Traffic Engineering Extensions to RSVP

RSVP has been extended in several ways to support the establishment and maintenance of MPLS LSPs. For example, a hello
mechanism has been added to RSVP to speed up router-to-router failure detection, and a label object has been added so that
RSVP can signal label bindings.

Now Positioned as a Router Signaling Protocol

Extended RSVP is well suited as a router-to-router signaling protocol. Recall that in its original form RSVP was intended as a
host-to-host signaling protocol. This change in signaling role makes ongoing sense as RSVP becomes the signaling protocol of
choice for MPLS traffic engineering.

We discuss RSVP extensions in support of traffic engineering in subsequent pages.

Path Message Extensions

A path message is transmitted by the ingress LSR toward the egress LSR when it wants to establish an LSP tunnel. The path
message is addressed to the egress LSR, but it contains the router alert IP option (RFC 2113) in its IP header to indicate that the
datagram requires special processing by intermediate routers. The path message can include a number of RSVP objects that
provide TE-related signaling capabilities:

. LABEL_REQUEST object: Request for label mapping from downstream router.

. EXPLICIT_ROUTE object (ERO): Strict or loose list of routers that RSVP path messages must visit. The object can
contain strict hops which indicate the exact path to use. In addition to strict hops the ERO can also contain loose
hops which indicate the LSP must traverse this hop before reaching the egress. You can also use both strict and
loose hops in the same ERO.

. RECORD_ROUTE object: List of addresses of all routers visited by the path message.
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. CoS FLOWSPEC object: Identify the resources that will be allocated.
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. RSVP-HOP object: Indicates the IP address of the interface on the router sending the Path message. At the next

router, the Hop object contains the previous hop IP address.

RSVP Path Message

= Explicit route is passed by R1

e R1 transmits a path message addressed to RS

Label request object—request for label binding

ERO = {R2 strict. R4 strict. R5 strict} (optional field)

Record route object lists nodes visited (optional field)

Session object uniquely identifies LSP

RSVP-HOP object indicates the previous hop IP address

Session attributes: priority. preemption. fast reroute (optional field)
SenderT_Spec: requested bandwidth reservation

Explicit Route = {R2, R4, R5}

= = Path Messade

= =p Reservation Message

PATH PATH PATH

ERO={R2, R4, R5} || ERO= R4, R5} || ERO= {RE}

S
g

Ingress L3R )

Eoress L5R

The ingress LSR generates an RSVP path message with a SESSION type of LSP_TUNNEL_IPv4. The path message contains a
LABEL_REQUEST object that asks intermediate LSRs and the egress LSR to provide a label binding for this path. If the
LABEL_REQUEST object is not supported by each LSR along the path, the ingress LSR is notified by the first LSR on the path that
does not support the LABEL_REQUEST object. In addition to the LABEL_REQUEST object, an RSVP path message can also

contain a number of optional objects:

. EXPLICIT_ROUTE object (ERO): Can be added to specify a predetermined path for the LSP across the service
provider's network. When the ERO is present, the RSVP path message is forwarded towards the egress LSR along

the path specified by the ERO, independent of the IGP’s shortest path.

. RECORD_ROUTE object (RRO): Allows the ingress LSR to receive a listing of the LSRs that the LSP tunnel traverses

across the service provider's network.

. SESSION_ATTRIBUTE object: Can be included in the RSVP path message to aid in session identification and
diagnosis. The SESSION_ATTRIBUTE object also controls the path setup priority, holding priority, and local-rerouting

features.

The path message also contains the following standard RSVP objects (as opposed to extended objects):

. RSVP-HOP: Identifies the IP address of the neighboring RSVP router. It allows each device in the network to store
information in both the path and Resv state blocks. Assists in properly routing RSVP messages.

. SENDER_TEMPLATE: Contains the sender's IP address and perhaps some additional information to identify the

sender of the path message.

. SENDER_TSPEC: Describes the traffic characteristics of the flow that will be sent along the LSP. R5 uses this
information to construct an appropriate RECEIVER_TSPEC (describing the traffic flow) and RSPEC (defining the

desired QoS). The format and content of the TSPEC and RSPEC are opaque to RSVP.
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RSVP Processing at Each Router
Assume that MPLS and RSVP are configured and enabled on R1, R2, R4, and R5.

R4 knows that the LSP should follow the explicit route (R1 to R2 to R4 to R5). Each router in the ERO has the L-bit cleared
(making them strict hops) and is identified by a 32-bit IP version 4 (IPv4) prefix.

Required behavior: We want to establish an LSP to carry transit traffic that enters the service provider's network at R1 and exits
at R5. Transit traffic should follow the physical path of the LSP rather than the route calculated by the IGP through the network.
The result is that all transit traffic entering the network at R1 (with R5 as its BGP next hop) is forwarded along the LSP.

The physical path for the LSP has been specifically selected by another process to: 1) Reduce the amount of traffic flowing along
the IGP route, 2) Optimize the overall utilization of network resources, 3) Enhance the traffic-oriented performance
characteristics for the traffic flow, and 4) Enhance the traffic-oriented performance characteristics for the entire network.

Processing at R1: The path message is transmitted toward R5 along the path specified by the ERO. Recall that the path
message is addressed to the egress LSR but contains the router alert IP option to indicate that the datagram requires special
processing by intermediate routers.

Processing at R2: When the path message arrives at R2, it records the LABEL_REQUEST object and the ERO in its path state
block. The path state block also contains the IP address of the previous hop, the session, the sender, and the TSPEC. This
information is used to route the corresponding Resv message back to R1. R2 forwards the path message toward R5 along the
path specified in the ERO. If R2 cannot allocate a label for the LSP, it responds by sending a PathErr message with an unknown
object class error to R1.

Processing at R4: When the path message arrives at R4, it records the LABEL_REQUEST object and ERO in its path state block.
The path state block also contains the previous hop, session, sender, and TSPEC. The path message is forwarded toward R5
along the path specified in the ERO.

Processing at R5 (Egress LSR): When the path message arrives at R5, it notices from the LABEL_REQUEST object that it is the
egress LSR for the LSP.

Resv Message Extensions

* Mandatory:
« SESSION object: uniquely identifies the LSP being established

« LABEL object: performs the upstream on demand label distribution
process

« STYLE object: specifies the reservation style (fixed-filter.
wildcard-filter and shared-explicit)
» Optional:

« RECORD_ROUTE object: returns the LSPs path to the sender of the
path message

* HOP object: containsthe previous hop IP address

A Resv message is transmitted from the egress LSR toward the ingress in response to the receipt of a path message. The Resv
message establishes path state in each LSR by distributing label bindings, requesting resource reservations along the path, and
specifying the reservation style. The reservation style object can be a fixed-filter (FF), wildcard-filter (WF), or a shared-explicit
(SE) value.

The fixed-filter reservation style consists of distinct reservations among explicit senders. Examples of applications that use
fixed-filter-style reservations are video applications and unicast applications, which both require flows that have a separate
reservation for each sender. The fixed filter reservation is the default style in RSVP LSPs.

The wildcard-filter reservation style consists of shared reservations among wildcard senders. This type of reservation reserves
bandwidth for any and all senders, and propagates upstream toward all senders. A sample application for wildcard filter
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reservations is an audio application in which each sender transmits a distinct data stream. Typically, only a few senders are
transmitting at any one time and does not require a separate reservation for each sender.

The shared-explicit reservation style consists of shared reservations among explicit senders. This type of reservation reserves
bandwidth for a limited group of senders. A sample application is an audio application similar to wildcard filter reservations.

Like the path message, the Resv message can contain the RSVP-Hop object to identify the previous hops IP address and a
record route object that lists all routers visited by the Resv message.

RSVP Processing at Each Router

= Resv message processing

* RS transmits a resv message to R4

Label = 3 (indicates that penultimate LSR should pop header)
Session object uniquely identifies the LSP

RSVP-HOP object contains the previous hop IP address
Record route object lists nodes visited (optional field)

* R4 and R2:
» Store outbound label. allocate an inbound label
« Transmit resv with inbound label to upstream LSR

* R1 binds label to FEC Egress LSR
R5 / :

R1
—% Site 3

Ingress LSR )

R (inet.0) € R2(mpls.0) | Ra4(mpls.0) | <€ RS (inet.d)
in |ahel out labelin_Jlahel out labelin_ Jlabel aut in out
P Route | 209885 209825 | 209840 200840 POP P Route | P Route

Following standard RSVP procedures, R5 generates a Resv message for the session to distribute labels and establish forwarding
state for the LSP tunnel. The IP destination address of the Resv message is the unicast address of the previous-hop router, as
obtained from the LSR's local path state block.

Processing at R5: R5 allocates a label with a value of 3 and places it in the LABEL object of the Resv message. The value of 3
has a special meaning to R4; when R4 receives an indication that is should assign label value 3, it knows that it is the
penultimate LSR for the LSP. In this case, R4 pops the top label off the label stack and forwards the packet to R5, the egress
router. If R1 inserted a TSPEC in the path message, R5 uses this information to construct an appropriate receiver TSPEC and
RSPEC. The Resv message is transmitted back toward R1 through R4. The Resv message does not carry a reverse ERO to find
its way back along the path to R1. Instead, the Resv message follows the reverse path using the RSVP-HOP object, which is set
up in the path state block.

Processing at R4: R4 receives the Resv message containing the label assigned by R5. R4 stores the label (3) as part of the
reservation state for the LSP. R4 uses this label when forwarding outgoing traffic along the LSP to R5. R4 allocates a new label
(299840) and places it in the LABEL object (replacing the received label) of the Resv message that it sends upstream to R2.
This is the label that R4 uses to identify incoming traffic on the LSP from R2.

Processing at R2: R2 receives the Resv message containing the label assigned by R4. R2 stores the label (299840) as part of
the reservation state for the LSP. R2 uses this label when forwarding outgoing traffic along the LSP to R4. R2 allocates a new
label (299888) and places it in the LABEL object (replacing the label received from R4) of the Resv message that it sends
upstream to R1. R2 uses this label to identify incoming traffic on the LSP from R1.

Processing at R1: R1 receives the Resv message that contains the label assigned by LSR. It uses this label for all outgoing
traffic that it maps to the LSP. Because of these operations, the LSP is established from R1 to R5 following the explicitly routed
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path specified in the ERO. R1 forwards traffic for prefix X through R2 by pushing the label signaled by R2 (299888) before
forwarding the packet to R2.

Path and Resv Error Messages

= RSVP error messages
» Path Error

= =»Path Message
------ > Error

PATH
ERO-= R2, R4 R5} Egress LSR

R2 R4

Site 1 %_% s — Site 3

@8O
Ingress LSR =2 =

R4 cannot signal L3P
* Reservation Error Egress LSR

R4
Site 1%-% % ______ . $_. - "%_% Site 3
Ingress LSR A s ':;.'{-5\!5“

R4 cannot process Resy

- =pPath Messade
= = Recervation Messads

There are two RSVP error messages, ResvErr and PathErr. PathErr messages are very simple; they are sent upstream to the
sender that created the error, and they do not change path state in the routers though which they pass. There are only a few
possible causes of path errors. However, a number of ways exist for a valid reservation request to fail at some router along the
path. A router might also decide to preempt an established reservation. Because a reservation request that fails might be the
result of merging a number of requests, a reservation error must be reported to all of the responsible receivers. The handling of
ResvErr messages is somewhat complex as a result.

The upper portion of the graphic shows how an error in handing a path message results in the generation of a PathErr message
in the upstream direction. The bottom portion of the graphic demonstrates typical Resv message error handling. In this example
the egress router (R5) responds to the receipt of a path message with a Resv message that is sent to R4. R4 generates a
ResvErr message back towards the source of the reservation request (in the down stream direction) because it is unable to
accommodate the reservation request from some reason. Note that a path or reservation error message is not sent upstream in
this case because R4 has not signaled any reservation state for the associated path message in this example. Therefore, there
is no need to generate a ResvTear message. If R4 had previously signaled a reservation to its upstream neighbor (R2), the error
that causes R4 to send a ResvErr back to R5 also results in the generation of a ResvTear message in the upstream direction to
remove the existing reservation state.
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RSVP Teardown Messages

e PathTear

user@fhi> show log RSVP-traceoptions | find pathtear
Jun 16 01:04:56.297041 R8VP recv PathTear 192.168.1.1-2192.168.1.5 Len=84 ge-0/0/0.0
Jun l& 01:04:56.21021%2 dession? Len 16 192.168.1.5(port/tunnel ID 57024 Ext-ID 192.168.1.1) Proto 0O

Jun 16 01:04:56.312844 Hop Len 1Z £5.115.1.17/0%x08ead248

Jun 16 0D1:04:56.313181 gender? Len 12 192.168.1.1i{port/lsp ID 54)

Jun 16 01:04:56,325147 Tspec Len 36 rate Obps size Obps peak Infbps m 20 M 1500
* ResvTear

user@hZ> show log RSVP-traceoptions | find resvtear

Jun 16 01:05:55.5119%91 R3VP send ResvTear ©5.115.1.2-%85.115.1.1 Ler=5a ge—D/D/D.U

PATH
ERD={R2, R4 R5} Egress L3R
Link Failure
Site 1 M — -~ —
& %--..._% == '>'<‘ = % % B
Rev Qw78 QY- el
Ingress LSR VTear pa

R4 cannot signal LSP

Note: Label-Switched Path R1-to-RE is already established when link is interrupted

RSVP teardown messages remove path or reservation state immediately. The two types of RSVP teardown messages are
PathTear and ResvTear. A PathTear message travels towards all receivers downstream from its point of initiation and deletes
path state, as well as all dependent reservation state, along the way. A ResvTear message deletes reservation state and travels
towards all senders upstream from its point of initiation. You can conceptualize a PathTear (ResvTear) message as a
reversed-sense path message (Resv message, respectively). A teardown request can be initiated either by an application in an
end system (sender or receiver), or by a router as the result of state timeout or service preemption. Once initiated, a teardown
request must be forwarded hop by hop without delay.

The Label Request Object

* Indicates that a label binding is requested for this LSP
» Contains the Layer 3 protocol ID (L3PID)

user@hl> show log RSVP-traceoptions | find "rsvp send™

Jun 17 17:48:49.893994 REVP send Path 192.168.1.1->192.168.1.5 Len=208 ge-0/0/0.0
Jun 17 17:48:49.894131 gession? Len 16 192.168.1.53{port/tunnel ID 57026 Ext-ID 1592.168.1.1) Proto O
Jun 17 17:48:49.854643 Hop Len 1Z &£5.115.1.1/0x08f£d000

Jun 17 17:48:49.8%4765 Time Len 8 30000 ms

Jun 17 17:48:49.854850 droRoute Len 20  6£5.115.1.2 3 192.168.1.3 T

Jun 17 17:48:49.894985 | LabelReguest Len 8 EtherType 0x200 |

Jun 17 17:45:49,.325088 Properties Len 12 Primary path

Jun 17 17:48:49.8953214 Gessiondttribute Len 16 Prio (7,0) flag O0x0 "Rl-to-R5"™

Jun 17 17:48:49.83564Z2 dender? Len 12 192.168.1.1{portflsp ID 13)

Jun 17 17:48:49,895813 Tsped Len 36 rate Obps size Obps peak Infbps m Z0 M 31592
Jun 17 17:48:49.823517 Al spec Len 48 MTU 1500

Jun 17 17:48:49,8396023 FecRoute Len 12 £5.115.1.1

To establish an LSP tunnel, the ingress LSR generates a path message that contains a LABEL_REQUEST object. The presence of
a LABEL_REQUEST object indicates that a label binding is requested for this LSP. The LABEL_REQUEST object also contains the
Layer 3 protocol ID (L3PID) that identifies the Layer 3 protocol that will traverse the LSP tunnel. The L3PID is required because it
is not possible to assume that an LSP tunnel transports IPv4 traffic—the Layer 3 protocol cannot be inferred from the Layer 2
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header, which simply identifies the higher layer protocol as MPLS. In this example, the EtherType is set to 0x0800, which
indicates that IPv4 will be transported over the LSP.

The three possible LABEL_REQUEST types are the following;:

Request for a label that does not specify a specific label range: This is the common case in which the MPLS label is
carried in a standard MPLS shim header that sits between the data link and network layer headers. The Junos 0S
always uses this type of label request, as shown in the trace output on the graphic.

Request for a label with an ATM label range that specifies both the minimum and maximum virtual path identifier
(VPI) and virtual channel identifier (VCI) values: This type of request is useful when the MPLS label is carried in a
Layer 2 Asynchronous Transfer Mode (ATM) header.

Request for a label with a Frame Relay label range that specifies the minimum and maximum data-link connection
identifier (DLCI) values: This type of request is useful when the MPLS label is carried in a Layer 2 Frame Relay
header.

When a path message arrives at an LSR, the LSR stores the LABEL_REQUEST object in the local path state block for the LSP. If a
label range is specified, the label allocation process must assign a label from that range.

Potential error conditions include the following:

If the LSR receiving the path message recognizes the LABEL_REQUEST object but is unable to assign a label, it
sends a PathErr message (indicating a routing problem or MPLS label allocation failure) toward the ingress LSR.

If the receiver cannot support the L3PID, it sends a PathErr (routing problem/unsupported L3PID) toward the
ingress LSR. This error causes the LSP setup request to fail.

If the LSR receiving the message does not recognize the LABEL_REQUEST object, it sends a PathErr (unknown
object class) toward the ingress LSR. This error also causes LSP setup to fail.

The Explicit Route Object

Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun

= Explicit Route Object (ERO)

user@Rl> show log RSVP-traceoptions | find "rsvp send™

17
17
17
17
17
17
17
17
17
17
17
17

* An explicit route is a specification of router(s) to be
traversed by the LSP.

e Designates strict and loose hops through the use of an L-bit.

17:458:49.8%39%4 R8VP send Path 192.168.1.1-»1%2.1658.1.5 Len=208 ge-0/0/0.0

17:48:49.854131 Sesszion? Len 16 192.168.1.5 (port/tunnel ID 57026 Ext-ID 192.168.1.1) Proto O
17:48:42,. 874643 Hop Len 12 $£5.115.1.1/0x08££4000
17:48:42,. 824755 Time Len 8 30000 ms

17:458:49.82458°20 |SrcR0ute Len 20 $53.1153.1.2 & 1%2.168.1.3 L |

17:48:45, 8334985 LabelRequest Len & EtherType 02800

17:45:49.835088 Properties Len 12 Primary path

17:48:49.235314 Sessionittribute Len 16 Prio (7,0) flag 0x0 "R1-to-R3"
17:48:45, 8335642 gender? Len 12 192.168.1.1(port/lsp ID 13}
17:42:45,83353813 Tepec Len 36 rate Obps size Obps peak Infbps m Z0 M 21592
17:48:42.835517 Al spec Len 48 MTU 1500

17:45:42.326023 RecRoute Len 1Z 6£3.1153.1.1

By adding the EXPLICIT_ROUTE object to the path message, the ingress LSR can specify a predetermined explicit route for the
LSP that is independent of the IGP’s shortest path view. The ERO is intended to be used only for unicast applications and only
when all routers along the explicit route support RSVP and the ERO.

An explicit route is encoded as a series of subobjects contained in the ERO. Each subobject can identify a group of routers in the
explicit route or can specify an operation to be performed along the path. Hence, an explicit route is a specification of groups of
routers to be traversed and a set of operations to be performed along the path. The ERO portion of the path message is
highlighted in trace output shown on the graphic.

Chapter 2-12 « Label Distribution Protocols

© 2013 Juniper Networks, Inc. All rights reserved.



JNCIS-SP Study Guide—Part 3

ERO coding designates strict and loose hops through the use of an L bit. If the L-bit is set, the subobject represents a loose hop,
if set to a O, the corresponding hop is considered to be strict.

Currently, four types of EXPLICIT_ROUTE subobjects are defined:

. IPv4 Prefix: Identifies an abstract router consisting of the set of routers that have an IP prefix that lies within this
IPv4 prefix. A prefix with a length of 32 bits indicates a single IPv4 router.

. IP version 6 (IPv6) Prefix: Identifies an abstract router consisting of the set of routers that have an IP prefix that lies
within this IPv6 prefix. A prefix with a length of 128 bits indicates a single IPv6 router.

. Autonomous System Number: Identifies an abstract router consisting of the set of routers belonging to the
autonomous system.

. MPLS LSP Termination: Indicates that the prior abstract router should remove one level of the label stack from all
packets following this LSP tunnel.

The use of EROs can lead to loops in the forwarding of the RSVP path message. Such a loop will cause LSP setup to fail. Loops
are detected with the RRO, as described on the next page.

The Record Route Object

» Keeps track of all routers in the LSP path.
* Fach router adds its egress interface address to the object

user@fhl> show log REVP-traceoptions | find "rsvp send"

Jun 17 17:48:49.893994 REVP send Path 192.168.1.1->192.168.1.5 Lern=208 ge-0/0/0.0
Jun 17 17:48:459.854131 dession? Len 16 192.168.1.5(port/tunnel ID 57026 Ext-ID 192.168.1.1) Proto O
Jun 17 17:48:49.854643 Hop Len 1Z £5.115.1.1/0x08f£d000

Jun 17 17:48:49.8%4765 Time Len 8 30000 ms

Jun 17 17:48:43.8594820 BroRoute Len 20 65.115.1.2 8 1%92.168.1.3 L

Jun 17 17:48:49.82459385 LabelRegquest Len &8 BEtherType 0x800

Jun 17 17:48:49.855088 Properties Len 12 Primary path

Jun 17 17:48:49.895316& Gessionattribute Len 16 Prio (7,0) flag O0x0 "Rl1-to-R5"

Jun 17 17:48:49.852564Z2 dender? Len 12 192.168.1.1{portflsp ID 13)

Jun 17 17:48:4%9,895813 Tsped Len 36 rate Obps size Obps peak Infbps m Z0 M 31592
Jun 17 17:48:49.825517 Al spec Len 458 MTU 1500

Jun 17 17:48:49, 896023 |RecRoute Len 12 65.115.1.1]

By adding the record route object (RRO) to the path message, the ingress LSR can receive information about the actual route
that the LSP tunnel traverses. The contents of a RRO is a series of data items called subobjects. Two types of subobjects are
currently defined: IPv4 addresses and IPv6 addresses.

Three possible applications for the RRO in RSVP signaling include the following:
. Discover Layer 3 routing loops or loops inherent in the explicit route because the RRO is analogous to a path vector.
. Collect up-to-date detailed path information about the LSP setup session.

. Define the contents of an EXPLICIT_ROUTE object to be used in the next path message. Using an EXPLICIT_ROUTE
object derived from the previous RRO allows the session path to be pinned down. When pinned down, the path will
not change even if a better path becomes available.

When an ingress LSR attempts to establish an LSP tunnel, it creates a path message that contains a LABEL_REQUEST object.
The path message can also contain an RRO object. The initial RRO contains the ingress LSR's IP address, as shown on the
graphic. When a path message containing an RRO is received by an intermediate router, the router stores a copy of the RRO in
its path state block and adds its own IP address to the RRO. When the egress LSR receives a path message with an RRO, it adds
the received RRO to its subsequent Resv message. After the exchange of path and Resv messages, each router along the path
will have the complete route of the LSP from ingress to egress, which is extremely useful for network management purposes.
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Resv Message Objects

Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun
Jun

user@Rl> show log ESVP-traceoptions | find "recv Resv"

17
17
17
17
17
17
17
17
17

20:14:20,381741 R8VP recw Resv 65.115.1.2->65.115.1.1 Lern=144 em3.0
20:14:20.381871 desziony Len 16 192.168.1.5 (portstunnel ID 37026 Ext-ID 19:.168.1.1) Froto O |

20:14:20.382062 | Hop Len 12 65.115.1.2/0x08££d000]

Z0:14:20.382172 Time Len 8 30000 ms

Z0:14:20.382270  [3tvle Len & FF|

Z0:14:20.382433 Flow Len 36 rate Obps size Obps peak Infbps m 20 M 1186
20:14:20.382542 Filter? Len 12 1%2.1&58.1.1{port/lsp ID 13)
20:14:20.382638 Label Len 2 2005&0 |

Z0:14:20.382777 FecRoute Len 34 65.115.1.2 &5.115.1.6 A5.115.1.14 £5.115.1.18 |

The RSVP Resv message can contain a number of different RSVP objects:

LABEL object: Performs the upstream on-demand label distribution process. This object can contain either a single
MPLS label or a stack of labels. If an MPLS implementation does not support a label stack, only the top label is
examined. When the LSR receives a Resv message corresponding to a previous path message, it confirms that the
Resv message was transmitted by the next hop in the LSP. The LSR then binds a locally allocated label (300560 in
this example) to the LSP's incoming interface. The incoming interface is the one over which the LSR received the
LSP's corresponding path message.

RECORD_ROUTE object: Returns the LSPs path to the sender of the original path message.
STYLE object: Carries the value for shared explicit, wildcard or fixed filter reservations.
HOP object: Indicates the previous hops IP address.

SESSION object: Carries the parameters that uniquely identify the session (port, protocol, and destination
address).

Traceoptions

» Configured under the [edit protocols rsvp]
hierarchy

« Usedfor troubleshooting and should be deleted or deactivated
after troubleshooting is finished.

« Contains information regarding the protocol communication
between LSRs

- Usedin previous slides to show message objects

« Viewed by issuing operational mode command show log
filename

[edit protocols rsvpl
user(@rRl# show
traceoptions |

file REVP-traceoptions; |« Specify the file name to be stored in fvar/log
flag all detail;

}

interface ge-U/0/0.0;

Traceoptions are configured under the protocol that you want to troubleshoot. Because the information gathered can be very
extensive it is recommended that you only turn on traceoptions when troubleshooting a specific issue. The more specific you
can make the flag options, the easier it is to locate the information you need to review. As displayed in earlier graphics you can
also use match and find conditions to narrow down the information displayed when looking at the file. In our example we
capture all available information for RSVP communication. We also included the detailed tag to increase the detail of
information captured in the RSVP-traceoptions file.
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MTU Discovery for RSVP-Signaled LSPs

= MTU discovery on RSVP-sighaled LSPs
* Prevents issues with traffic being black holed when
ingress MTU exceeds the MTU of a path element
* Uses the Adspec object as per the integrated services
object defined in RFCs 2210 and 2215

» Configuration options for:
« MTU discovery
* Fragmentation at ingress LSR

- =pPath Message

— = Recervation Message Adspec =4400 || Adspec =4000 || Adspec=1500 Egress LSR
T ATU
MATL R4
et %_% 4400 _ _ _4ooo_ $ %—% Site 3
Ingress L5R ) | Flowspec =1500

The Junos OS supports maximum transmission unit (MTU) discovery when using RSVP signaling. The discovery mechanism is
performed according to the integrated services object as defined in RFCs 2210 and 2215. This feature helps to prevent the
black hole condition that is normally associated with mismatched MTUs along an the elements that make up an LSP.

MTU discovery signaling can be configured independently of ingress LSR fragmentation, but you must have mtu-signaling
configured if you are configuring the allow fragmentation option. Both options are configured at the [edit protocols mpls
path-mtu] hierarchy.

In operation, the ingress LSR sets the M value in the TSPEC to 9192 and codes the egress interface’s IP MTU in the ADSPEC
object in the path message. At each hop transit LSRs update the MTU value in the ADSPEC object with the minimum of the
incoming value and egress interface MTU. When the path message is received by the egress LSR the smaller of the two values
coded in the TSPEC and ADSPEC objects is signaled back to the ingress router using the Flowspec object in the Resv message.
This behavior is shown on the graphic where the 1500-byte MTU is correctly reported to the egress router in the ADSPEC object.
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MTU Discovery and Fragmentation

user(@Rl> show rsvp session detail
Ingress RSVE: 1 sessions

192.168.1.5
From: 192.168.1.1, L3Pstate: Up, ActiveRoute: 4
LSPname: R1-to-R5, LSPpath: Primary
duggested label received: -, Juggested label sent: -

Recovery label received: -, Recovery label sent: 300086
Resv style: 1 FF, Label in: -, Label out: 3000%A
Time left: -, Since: Wed Jun 16 20:57:2% 2010

Tspec: rate Obps size Obps peak Infbps m 20 M 9102

Port number: sender 4 receiver 57026 protocol O
PATH rcvfirom: localclient

Adspec: sent MTU 4400
Path MTU: received 1500
PATH sentto: A5.115.1.2 {ge-0/0/0.0) 11 pkts

RESY rovfrom: 65.115.1.2 {ge-0/0/0.0) 11 pkts

Record route: <self> £5.115.1.2 B£5.115.1.10 65.115.1.18
Total 1 displayed, Up 1, Down O

Egress RSVE: [0 sessions
Total 0 displayed, Up 0, Down 0O

Transit RIVE: 0 sessions
Total 0 displayed, Up 0, Down 0O

You can confirm proper operation with the output of a show rsvp session command when the detai l switch is added as
reflected in the graphic.

For proper operation all routers along the LSP path must support MTU signaling. In a network where there are devices that do
not support MTU signaling in RSVP, you might have the following behaviors:

. If the egress router does not support MTU signaling in RSVP, the MTU is set to 1,500 bytes by default.

. A Juniper Networks transit router that does not support MTU signaling in RSVP sets an MTU value of 1,500 bytes in
the ADSPEC object by default.

Note that for link/node protection, the MTU of the bypass is only signaled at the time the bypass becomes active. Thus, during
the time it takes for the new path MTU to be propagated, there might be packet loss due to MTU mismatch. Similarly for
fast-reroute, the MTU of the path will be updated only after the detour becomes active; thus, there will be a delay in the update
on the head end.
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Authenticate RSVP Exchanges

= HMAC-MDb5 based authentication available
e Configured at the interface level

* Prevents replay and communications with unauthorized
peers

[edit protocols rsvpl
user@Rl# set interface ge-0/0/0.0 authentication-key jni

[edit protocols rsvpl
uscrdRl# show
interface ge-0/0/0.0 |

authentication-key "$95mS5z6hclKMX"; ## SECRET-DATR

}

userl@Rl> show rsvp interface ge-0/0/0.0 detail
gqe-0/0/0.0 Index 72, State Ena/Up

|futhentication,| NoAggregate, NoReliable, NolLinkProtection

HelloInterval 9 (second)

Address £5.115.1.1

ActiveResv 1, PreemptionCnt 0, Update threshold 10%

Subscription 100%, StaticBW 1000Mbps, AvailableBW 1000Mbps

ReservedBW [0] Obps([1] Obps([2] Obps[3] Obps(4] Obps([5] Obps[6] Obpz[7] 0O0bps

When desired, you can configure Hashed Message Authentication Code (HMAC)-Message Digest 5 (MD5) authentication for
RSVP exchanges based on the procedures defined in RFC 2747. RSVP authentication is configured on a per-interface basis, as
shown in the graphic for the router’'s ge-0/0/0 interface. Once configured, all RSVP messages are authenticated using a
message digest based on a shared secrete key. Sequence numbers are added to all messages to prevent replay attacks.

The graphic shows the command used to configure RSVP authentication and the resulting RSVP configuration stanza. As the

graphic also shows, you confirm that authentication is in effect using the show rsvp interface interface-name
detail command.
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RSVP Graceful Restart

= Graceful restart maintains forwarding state during a
router restart or reboot

e Sighaled with Restart_Cap object in hello messages

* Requires helper mode in adjacent nodes

» Helpers send a recovery label to restarting node to recover forwarding
state: this is the last label advertised by peer before it restarts

e Enabled with graceful-restart statementunder
routing-options hierarchy

[edit]
user@Rl# set routing-options graceful-restart

= Disable graceful restart, helper mode, or both for
RSVP

[edit protocols rsvp]
user@rl# set graceful-restart disable

The Junos OS supports RSVP graceful restart procedures as defined in RFC 3473. To enable graceful restart, add the
graceful-restart statement to the main routing instance at the [edit routing-options] hierarchy. This global
configuration statement enables graceful restart on all protocols that support the capability, for example LDP and OSPF. To

specifically disable RSVP graceful restart, helper mode, or both, add explicit configuration to the RSVP stanza as shown on the
graphic.

In operation, a router makes its RSVP graceful restart capabilities known through the inclusion of a Restart_Cap object in its
hello messages. By default, both graceful restart and helper mode are enabled for RSVP when the graceful-restart
statement is added to the main routing instance. After a restart, the local router signals that it was able to preserve its
forwarding state by sending a Restart_Cap object with a recovery-time value that is not zero. Neighbors with helper mode
enabled respond to this message by sending back the labels that were last advertised by the restarting router. The result is that
the restarting router’s signaling plane can be bootstrapped back into its pre-restart state, while forwarding continues unabated.

Note that you cannot modify the timers associated with RSVP graceful restart at this time. Also note that RSVP helper mode is
enabled by default, even when the graceful -restart option is not specified in the main routing instance. Therefore, a
Junos OS RSVP implementation will always try to help another RSVP peer restart, unless you explicitly disable helper mode.
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Verify RSVP Graceful Restart

= Various operational mode commands can be used to
confirm RSVP graceful restart:

userldRl> show rsvp version
Eescurce ReSerVatlon Protocol, wersion 1. rfcZZ205

RESVP protocol: Enabled
Graceful restart: Enabkled
REestart helper mode: Enabled

Maximum helper restart time: Z0000 msec
Maximum helper recovery time: 180000 msec
Eestart time: 60000 msec

Use the show rsvp version command to determine the global RSVP settings for graceful restart and helper mode.
Remember that helper mode is always enabled unless it is explicitly disabled.

Configuration Example

= Configuration will be displayed from R1 (ingress

router)

= All other routers require appropriate interfaces configured under
protocols rsvpandprotocols mpls

= \erification and show commands will be from the
perspective of R1 and R2

R5
Site 1l A8
& %_..% e g, D

65 115.1.0/30 65 115.1.16/30
Indress LSR
Loopbacks

R1-19216811
R2= 19216812
R3- 19216813
Rd= 19216814 é}

Fo=18216815 Site 2

Egress L3R

% Site 3

65.415.1.4/30 6 ;_13 65.115.1.12/30

As noted in the graphic, all configuration examples will be from the perspective of the ingress router (R1). We will use the
topology and IP addressing illustrated on this graphic to demonstrate the configuration required to create an LSP that egresses
at R5.

All verification and show commands will be displayed from the ingress router (R1) or one of the transit routers (R2).
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Basic RSVP Configuration

= Basic functional RSVP configuration requires:

* Adding the mpls family to desired interfaces

« Not neededfor loopback interface
* Linking interfaces with the router's MPLS process
* Enabling RSVP on desired interfaces

e Configure the 1abel-switched-path under the
protocols mpls hierarchy

[edit interfaces] [edit protocols mpls]
userl@rl# show ge-0/0/0 user@Rl# show
unit 0 { no-cspf;
family inet { label-switched-path Rl-to-R5 |
address 65.115.1.1/30; to 192 _.168.1.5;
1 '
family mpls; interface ge-U/0/0.0;

}

[edit protocols rsvpl]
user@rl# show
interface ge-0/0/0.0;

You must add Family mpls to all appropriate interfaces on each router throughout the network. You must also add these
interfaces to both protocols MPLS and RSVP for the LSP to establish correctly.

The label-switched-path is configured under the MPLS protocol hierarchy. For a basic RSVP LSP to signal through the network
you must define the egress address under the label-switched-path path-name hierarchy by adding the to
ip—address statement. In the example on the graphic, the LSP is named R1-t0-R5 and the egress address of the LSP is the

loopback address on the egress router. Any traffic from R1 with a BGP protocol next-hop of this loopback address will traverse
the network through this LSP.

As you might have noticed in the example configuration, the statement no-csp¥ was also used. CSPF has been turned off
because we have not discussed this topic and is not required to signal the LSP. CSPF will be covered in detail in the next chapter.

Chapter 2-20 « Label Distribution Protocols © 2013 Juniper Networks, Inc. All rights reserved.



JNCIS-SP Study Guide—Part 3
Configuring an Explicit Route Object

= Add the path statement under the [edit
protocols mpls] hierarchy.

= Set the path as the primary or secondary path
under the protocols mpls label-switched-
path <path-name> hierarchy.

[edit protocols mpls]

user@Rrl# show

no-cspf;

label-switched-path El-to-R5 |
to 192.168.1.5;
|primary ERO-through-R3;|

}
path ERO-through-R3 |
182.168.1.3 loose;

i
interface ge-0/0/0.0;

To configure an explicit path trough the network you begin by configuring the path path-name statement under protocols
mpls. The path statement is where you indicate what routers you want the LSP to traverse. You can either specify strict or
loose hops. After defining the path to be used you must add this path to the label-switched-path as either a primary
or secondary path.

In the example illustrated in the graphic, the path is named ERO-through-R3 and has defined that the LSP must be
signaled through 192.168.1.3, which is the loopback address of R3. The path is also applied as the primary path under
the R1-to-R5 LSP.
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Point-to-Multipoint LSPs

» P2MP LSP overview

* RSVP LSP with multiple destinations (Single ingress)
* Avoids unnecessary packet replication at the ingress router

» Replication takes place when packets are forwarded to two
different destinations requiring different network paths

* Functionality is similar to that provided by IP multicast

R1 315]
j R2 R4
Sifsdl %—%&:: ______ ';."—:'%_% Sl

Indress LSR ) /

Facket
Replication

— —»P2MPLSP é;

Site 2

— Edress L5Rs

A point-to-multipoint MPLS LSP is an RSVP LSP with multiple destinations. By taking advantage of the MPLS packet replication
capability of the network, point-to-multipoint LSPs avoid unnecessary packet replication at the ingress router.

Let’s walk through the packet processing detailed in the graphic. Router R1 is configured with a point-to-multipoint LSP to

routers R3 and R5. When router R1 sends a packet through the point-to-multipoint LSP, router R2 replicates the packet and
forwards it on to routers R3 and R5.
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Point-to-Multipoint Details

* AP2MP LSP allows you to use MPLS to carry data from one
ingress point to multiple egress points.

* Add and remove branch LSPs from a main LSP without
disrupting traffic

» Configure a router to be both a transit and an egress router
for different branch
* Supports link protection (no fast-reroute)

e Configure branch LSPs either statically, dynamically, or as a
combination of static and dynamic LSPs

e Supports Graceful Routing Engine Switchover (GRES) and
graceful restart for LSPs at ingress and egress routers.

A point-to-multipoint LSP allows you to use MPLS for point-to-multipoint data distribution. This functionality is similar to that
provided by IP multicast. A branch can be added or removed from the main point-to-multipoint LSP without disrupting traffic. The
unaffected parts of the LSP continue to function normally. A router can be configured as both a transit and an egress router for
different branch LSPs of the same point-to-multipoint LSP. Link protection can also be used with point-to-multipoint LSPs. Link
protection can provide a bypass LSP for each of the branch LSPs that make up the LSP. If any of the primary paths fail, traffic
can be quickly switched to the bypass. Point-to-multipoint LSPs can be configured either statically, dynamically, or as a
combination of static and dynamic LSPs. You can enable graceful Routing Engine switchover (GRES) and graceful restart for
point-to-multipoint LSPs at ingress and egress routers.
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Multicast Example

= Replace PIM in provider core with P2MP LSP

» Corerouters can forward multicast data (encapsulated in
MPLS) without the need for a multicast routing protocol

SEEESEEERIFE |

| 5P | 224.7.?.7|M-ca5toata| ——— = | e [selesrri|wcastoad — = = [se[22477 7[w-cast Datd
S DA MFPLS Sh O Sh DA,
No Multicast
Multicast _ Routing Protocol .
SoUree SIP=10.0101.2 Enablod Mul_tmast
/ R1 - - RE Receiver #1
r D-- L ]
- ST - @ =N -

ge-l/l/E).O/ y X /
Packet / Egress

Ingress LSR Replication

- =pP2WP LSP hulticast
i Receiver #2

One of the obvious benefits of using point-to-multipoint LSPs is that its forwarding properties are very multicast-like. The Junos
OS allows for the configuration of point-to-multipoint LSPs as a replacement for multicast routing protocols in the core of a
network. In the example on this graphic and the next, P1 is configured for a point-to-multipoint that terminates on both R3 and
R5. A multicast source is attached to R1 and a receiver is attached to both R3 and R5. As multicast data arrives from the source
to R1, R1 encasulates the multicast traffic into an MPLS header and sends the MPLS packet into the core. R2 will then receive
that traffic, replicate the traffic, swap the labels, and send the traffic out of its two outgoing interfaces. R3 and R5 will eventually
receive the multicast traffic even without a multicast routing protocol running in the core.
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[edit protocols mpls]
user(dRl# show
label-switched-path sub lsp to RS
{
to 192.168.5.2;

}

label-switched-path sub lsp to R3
{
to 192.1608.5.3;

p2up

= RSVP views a P2MP LSP as multiple sub LSPs
* One sub LSP for each egress node
e Fach sub LSP uses the same P2MP session object

[edit routing-options]
user(@R1l# show
static |
route 224.7.7.7/32 |
pZmp- lsp-next-hop
}
'
multicast |
interface ge-1/1/5.0;
'

Enable multicast forwarding without
enabling a multicast routing protocol

The graphic shows the steps needed to build a point-to-multipoint LSP that ingresses at R1 and terminates at R3 and R5. To
enable the forwarding of multicast traffic on R1 without enabling a multicast routing protocol, the source facing interface must
be configured for multicast as shown in the graphic. Also, a multicast static route must be configured with the point-to-multipoint
LSP listed as the next hop. This will allow R1 to know where to send the multicast traffic.

RSVP Operational Mode Commands

= RSVP related operation mode commands:

eclear rsvp session
* show rsvp sessions
eclear mpls 1lsp

e show mpls lsp

* show rsvp interface

This graphic reviews some of the more common operational mode commands used to monitor the status and operation of the
RSVP protocol and RSVP-signaled LSPs. Each command is briefly described here:

clear rsvp session: This command is used to clear the named RSVP session, or all RSVP sessions (ingress,
transit, and egress) when no session name is specified.

show rsvp session: Displays current RSVP session status. Use the ingress, egress, or transit switch to limit
command output to the type of session that is of interest.

clear mpls Isp: Used to clear the named LSP session. You can only clear ingress LSPs with this command.
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. show mpls Isp: Many operators prefer the show mpls Isp extensive command when troubleshooting
LSP establishment problems because the command’s output provides additional error information when compared
to the output of the show rsvp session detail command.

. show rsvp interface: Use this command to display RSVP-enabled interfaces, along with their operational
status and reservation state. Any link coloring (administrative groups) associated with RSVP interfaces is also
displayed.

RSVP Session Status Example

user(RZ:> show rsvp session detail transit
Transit RIVP: 1 sessions

192.168.1.5
From: 192.168.1.1, L3Pstate: Up, ActiveRoute: 1
L3iPname: R1-to-RE5, L8Ppath: Primary
Suggested label received: -, ZSuggested label sent: -
Recovery label received: -, Recovery label sent: 299808
Resv style: 1 FF, Label in: 300000, Label out: Z99808
Time left: 12ZA, Since: Wed Jun 1é 18:07:20 2010
Tspec: rate Obps size Obps peak Infbps m 20 M 1500
Port number: sender 3 receiver 57026 protocol 0O
PATH rcvfrom: 65.115.1.1 {ge-0/0/0.0} 70 pkts
Adspec: received MTU 1500 sent MTU 1500
PATH sentto: 65.115.1.6 {ge-0/70/1.0)0 70 pkts
RESV rowfrom: 65.115.1.6 {ge-0/0/1.07 70 pkts
Explct route: 65.115.1.6 192_.168.1.3
Record route: £5.115.1.1 «<zelf> 65.115.1.6 £5.115.1.14 £65.115.1.1%8
Total 1 displaved, Up 1, Down 0O

This graphic provides an example of the output associated with a show rsvp session command using the detail and
transit switches.
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MPLS LSP Status Example

user@hl> show mpls lsp ingress extensive
Ingress L3P: 1 sessions

192.168.1.3
From: 1%2.165.1.1, State: Up, ActiveRoute: 4, L3Pname: Rl1-to-RS5
ActivePath: ERC-through-R3 (primary)
LoadBalancse: Random
Encoding type: Packet, Switching type: Packet, GPID: IPwi
*Primary ERO-through-R3 Btate: Up
Priorities: 7 O
SmartOptimizeTimer: 180
Received RRO (ProtectionFlag 1=Awvailable Z=InUse 4=E/W 8=Node l0=goftPreempt Z0=Node-ID):
65.115.1.2 £5.115.1.6 £5.115.1.14 £5.115.1.18
15 Jun 16 18:07:26.88% Record Route: A5.115.1.2 £5.115.1.6 65.115.1.14 £5.115.1.18
14 Jun 16 18:07:26.884 Up
13 Jun 16 18:07:26.6534 Originate Call
1Z Jun 16 18:07:26. 630 Clear Call
11 Jun 16 17:40:04.936 Selected as active path
10 Jun 16 17:40:04. 935 Record Route: 65.115.1.2 £5.115.1.10 65.115.1.18
9 Jun 16 17:40:04.5933 Up
Jun 16 17:40:04.852 Originate Call
Jun 16 17:40:04.840 Clear Call
Jun 16 17:40:04.838 Deselected as active
Jun 16 17:38:12.317 gelected as active path
Jun 16 17:38:12.316 Record Route: 65.115.1.2 65.115.1.6 B5.115.1.14 £5.115.1.18
Jun 16 17:38:12.314 Up
Jun 16 17:38:11.740 Originate Call
1 Jun 16 17:37:44.019 C8PF: could not determine self
Created: Wed Jun 16 17:37:43 Z010
Total 1 displayed, Up 1, Down 0

[ L) oW ooy -1

This graphic provides an example of the output associated with a show mpls Isp command using the extensive and
ingress switches. Note that the display contains a time-stamped log of significant events in the life of the LSP. This
information often proves invaluable when troubleshooting RSVP control plane problems.

Purpose of LDP

» Creates forwarding equivalence class (FEC)
« A group of IP packets that are forwarded in the same manner

* Manages LSP to egress router
« LDP associatesthe FEC with each LSP it creates

» LDP creates an LSP tree for each FEC from every possible ingress
router to egress router <Egress LSR

S
;/
&

Site 2

LDP associates a set of destinations (prefixes) with each LSP. This set of destinations is called the FEC. These destinations
share a common LSP path and egress router, as well as a common unicast routing path.

© 2013 Juniper Networks, Inc. All rights reserved. Label Distribution Protocols ¢ Chapter 2-27



JNCIS-SP Study Guide—Part 3

LDP maps groups of prefixes to an egress router at the end of an LSP. LDP manages the LSP to the egress router for each FEC.
LDP is not related to RSVP or traffic engineering concepts from previous lectures.

LDP maps the FECs (prefixes) to label values. The LSP forwarding paths look like a unicast forwarding path, in that MPLS traffic
for the ultimate destination is forwarded along the unicast forwarding tree.

LDP allows multiple prefixes to share the same label mapping. No constraints are allowed when signaling the LSPs. The LSPs
must follow the IGP best path. LDP merges together traffic from different tunnels, which results in fewer total tunnels than would
be required with RSVP.

LDP will create a LSP tree for each FEC from every possible ingress point in the LDP network to the egress point. Each LDP
speaking router will advertise the addresses reachable via a MPLS label into the LDP domain. The label information is
exchanged in a hop by hop fashion so every LSR in the domain will become an ingress router to all other routers in the network.
This process creates a full mesh LDP environment. The graphic displays what LSPs will be generated for the FEC egressing at
R5.

LDP Message Types

* Discovery: Locate potential LDP peers

» Session: Manage peer-to-peer TCP sessions

* Advertisement. Create, change, or delete label mappings
* Notification: Provide advisory information

Upstream Downstream
LOP peer LDOF peer
Wy O
Hello messages } Discovery
TCP Session
. Establishment
Session itiglizati
Initialization
Messages
Label Request
MGSSE'%@? Advertisement
Label Mapping
Messages

LDP uses several types of messages to establish, remove mappings and to report errors. All LDP messages have a common
structure that incorporate a type/length/value (TLV) encoding scheme.

. Discovery Messages: Discovery messages announce and maintain the presence of a router in a network. Routers
indicate their presence in a network by periodically sending hello messages. This hello message is encapsulated
within a User Datagram Protocol (UDP) packet that is sent to the LDP port (port 646) using the multicast all routers
group address. The use of the 224.0.0.2 multicast address limits neighbor discovery to directly connected peers by
default. Extended LDP neighbor discovery is discussed on a subsequent page.

. Session Messages: Session messages establish, maintain, and terminate sessions between LDP peers. When a
router establishes a session with another router learned through hello exchanges, it uses the LDP initialization
procedure over a Transmission Control Protocol (TCP) transport. Note that the higher IP address is responsible for
establishing the TCP session. When the initialization procedure completes successfully the two routers are LDP
peers and they can begin the exchange of advertisement messages.

. Advertisement Messages: Advertisement messages create, change, and delete label mappings for FECs.
Requesting a label or advertising a label mapping to a peer is a decision made by the local router. In general, the
router requests a label mapping from a neighboring router when it needs one and it advertises a label mapping to
a neighboring router when it wants the neighbor to use a label.
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. Notification Messages: Notification messages convey advisory and error related information. LDP sends

notification messages to report errors and other events of interest. The two kinds of LDP notification messages are
the following:

- Error notifications signal fatal errors. If a router receives an error notification from a peer it terminates the

LDP session by closing the TCP transport connection and discarding all label mappings learned that were
learned through that session.

- Advisory notifications pass information to the router about the LDP session.

Neighbor Discovery

= Hello-Based Neighbor Discovery
* Neighbor discovery is an asymmetric process
« Respondonlyif LDP sessionis desired

» Active node is elected based on the highest IP address
« Transportaddresstakes precedence over source address

Basic Discovery

R 224002, UDP port 646 RO

S -B
10011 10017 WF

Extended Discovery

Specific Address, UDP port 646

The discovery process can either send a hello message to 224.0.0.2 (basic discovery) or to a specific address (extended
discovery), in both cases using UDP encapsulation and port 646. 224.0.0.2 is the all routers on this subnet multicast address.
Note that a station’s response to a hello message indicates its desire to establish an LDP session with the neighboring router.

Transport Address

The transport address is used to determine which side is active. The transport address is placed into the Hello message as a

transport address object. If the transport address object is not specified, the source address of the hello packet is used to
determine the active router.
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Transport Connection Establishment

= Active Node initiates TCP session
* L DP Session initiated after TCP session established

TCP 3-way Handshake

R1 RZ
(Passivel T LT T T T T T T Atve)
% 10011 10012 WP
Session Initialization
=== = Wersion, Label modes, Timer Values

version, Label modes, Timer Yalues

The router with the numerically highest IP address is responsible for initiating the TCP session. After successful TCP connection

establishment, the LDP session can be established.

LDP Label Mapping

« Downstream peer assigns labels

- Benefits:
« Traffic engineering information is not piggybacked on routing
protocols
- Limitations:
+ LSPsfollow the conventional IGP path
« Does not support explicit routing

FEC: 10.0.0.1/32 FEC: 10.0.0.1/32

FEC. 10.0.0.1/32
Upstream . _ Downstream :
I_DP Peer I_abel j_? I_SR I—abel 52 LDP Peel’ Labe| 3
:ll_"-: _ :-:--:-:--:-:--_"-:--; _ﬂ_ :.:--:-:--:-:-l:l:.--_ _m:.:":.:":.:":.::.m
ge-0/0/1 WL ge-0/0/0 ge-0/0/0 W4PP £0-0/0/3 ge-0/0/3 WP g20/2/0 ge-0/2/0
Advertise Receive
Incoming Qutgoing 100=10.0.0.1
Label Label
MPLS Table MPLS Table WPLS Table
In out In out In ot
(ge-0/0/1,35) | (g8-0/0/0, 17) (ge-0/0/0, 17| (28-0/0/3,52) (ge-0/0/3, 52)| (ge-0/2/0,3)

Label Request and Label Map messages are used to associate FECs with labels. In this example on the graphic, the router on

the right has knowledge of network 10.0.0.1/32, and it is running LDP with its upstream neighbors. The router in the middle
receives a FEC mapping of 10.0.0.1/32 to Label 52 over its ge-0/0/3 interface.

The middle router now advertises the FEC for 10.0.0.1/32 upstream, which is to the router on the left in this case, with a label
mapping of 17. The process continues until there are no more LDP adjacencies to which the FEC can be advertised.
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The graphic focuses on the 10.0.0.1/32 FEC. There may be additional FECs within this same network.

Session Maintenance

» L DP session requires at least 1 hello adjacency
* Hello interval: 5-second default
e Hold timer: 15-second default

« If hold timer expires. LSR deletes hello adjacency
« Can be asymmetric

e Transportaddress selection:

* |[nterface address
+ RouterID

An LDP peer must receive an LDP packet every keepalive period to prevent the tear down of neighbor state. Any LDP protocol
message is acceptable for keepalive purposes, so keepalive messages are sent only in the absence of other LDP traffic. Either
end can shut down the session by issuing a shutdown message. If a router has multiple links to an LDP peer then hellos are sent
across all of the links. As long as one of the links can continue to exchange hellos, the LDP session remains active. See the last
section on the next page for more detail on choosing an LDP transport address.

The LDP hello messages enable LDP routers to discover one another and to detect the failure of a neighbor, or the link, to that
neighbor. Hello messages are sent periodically on all interfaces on which LDP is enabled. By default, LDP sends hello messages
every 5 seconds. This value can be configured depending on the network requirements.

The hold time determines how long a router can wait for a hello message before declaring the neighbor lost. The configured
value is sent inside of hello messages to inform the receiving router how often it should expect to receive a hello; this
mechanism means that hello intervals do not be the same between neighbors. The default hold time is 15 seconds; this value
represents the recommended setting of three times the hello interval.

You can control the transport address used by LDP. The transport address is the IP address used to support the TCP session.
You can configure the transport address globally for all LDP sessions or for each interface independently. If you select interface,
the interface address is used as the transport address for any LDP sessions to neighbors that are reachable over that interface.

You cannot specify interface when there are multiple parallel links to the same LDP neighbor because the LDP specification
requires that the same transport address be advertised on all interfaces to the same neighbor. If LDP detects multiple parallel
links to the same neighbor, it disables interfaces to that neighbor one by one until the condition is cleared.

Junos OS LDP Implementation

The Junos OS implementation of LDP supports LDP Version 1. Constraint-Based Routed Label Distribution Protocol (CR-LDP) is
not supported. The Junos OS implementation of LDP supports the “ordered downstream unsolicited with liberal label retention”
mode defined in RFC 3036. This means that each LDP peer will store all label bindings received (liberal retention), that each
downstream peer will advertise all FECs for which it is prepared to receive labeled traffic (downstream unsolicited), and that
FECs are only advertised when the router is the traffic’s egress point, or it has received a label mapping for the traffic’s next hop
(ordered).

With the Junos 0S using the minimum LDP configuration, LSRs will form LSPs to the /32 router ID of all LDP capable routers
that are reachable.

Basic neighbor discovery forms an LDP session with a directly connected neighbor because the hello messages have a
destination address of 224.0.0.2; messages sent to these addresses are not routed.

Extended discovery allows peers to establish LDP sessions through an RSVP-signaled LSP, thus allowing some level of traffic
engineering for LDP traffic. You explicitly configure the destination address of the hello messages when using extended
discovery; because a routable IP address is specified, the LDP peer can be reached via IP routing and no longer needs to be
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directly connected. Extended discovery enables LDP to be tunneled over RSVP. This is explained in more detail in the following
sections.

LDP Tunneling

= | DP tunneling over RSVP LSPs

» Allows traffic engineering to be applied to traffic traversing
LDP LSPs

* Enable LDP on the 100. 0 interface under the [edit
protocols 1dp] hierarchy

e Define the LSP that you want LDP to operate over by
including the 1dp-tunneling statement

protocols |
mpls
label-switched-path <lsp-path-name> |
from <gource address:-:
to <destination address:>;
ldp-tunneling;

}

You can tunnel LDP LSPs over RSVP-signaled LSPs using label stacking. Note that you must enable LDP on the 100.0 interface

to support extended neighbor discovery needed for this application. Additionally, you must configure the LSPs over which you
want LDP to operate by including the Idp-tunnel ing statement as shown.
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LDP over RSVP

= | DP views the entire RSVP LSP as a single hop.

= | DP will traverse the RSVP LSP instead of using the
two hops through R3

R3

- — RSVPLSP $
------- LDP LSP

R1 R2 RT RS
L ..L_oaiqa.lm_P.,,$_ -
R Rd RE P
o S
C o001 ] 00002 Toou0 C e
| Data | Data Data Data Data Data | Data

This graphic shows that LDP-over-RSVP tunneling results in LDP traffic being forwarded through the RSVP tunnel, which itself
takes a traffic engineered path. By default, LDP always follows the IGP’s shortest path, which in this case, would be the 3-hop
path at the top of the graphic. LDP views the RSVP LSP as a single hop, therefore the RSVP path becomes the more preferred
path even though the LSP actually traverses 5 hops.

The label assignment is also shown on this graphic. When the traffic enters into the LDP LSP it pushes a label value of 100101.
When received on R2 it accepts the packet based on the assigned incoming label. R2 will lookup the route and identify that the
route will be sent over the RSVP LSP. R2 pushes on the LDP label value of 100002 and then stacks an outer label value of
106102 for the RSVP label. When the packet is received at R4 it accepts the packet based on the RSVP label and swaps the
outer label with the label assigned to the outgoing interface (105200) and forwards the traffic to the next LSR. R5 received the
packet based on the incoming RSVP label. RS swaps the RSVP label value with the next label (102000) and forwards it on to R6.
R6 will also process the packet based on the RSVP label. Since R6 is the penultimate LSP for the RSVP LSP it will pop the RSVP
label and forward to the next LSR with the LDP label and R7 will accept and forward the pact based on the LDP label.
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Authenticate LDP Sessions

= MD5-based authentication for TCP transport

» Configured at the LDP session level
« Sessionsform between 100 addresses by default

e Applies to LDP session messages, not neighbor discovery

[edit protocols ldp]
user@rRl# show
interface ge-0/0/0.0;
interface lol.0;
session 192.168.1.2 |
authentication-key "$95IZYESleKMxNbylaUJHSTQF3nCpIEYEVLIKE™; ## SECRET-DATA
1

* [f you apply an MD5 signature to an LDP interface with an
established session, it drops the TCP connection and all the
associated label bindings to the FEC entries for that session
and will renegotiate a new session.

When you want, you can configure MD5-based authentication for the TCP transport protocol that supports LDP sessions. LDP
session authentication is configured on a per-session basis, as shown on the graphic for the R1’s LDP session to R2
(192.168.1.2). Note that LDP session authentication does not apply to the UDP-based neighbor discovery mechanism. Thus,
mismatched LDP authentication settings permit LDP neighbor discovery and adjacency formation, but the LDP session will not
establish without compatible authentication values. Note that specifying interface addresses under the session stanza requires
the use of transport-address interface for authentication to be in effect because LDP sessions form between 100 addresses by
default.

The graphic shows the command used to configure LDP authentication and the resulting LDP configuration stanza.
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LDP Graceful Restart

= Graceful restart maintains forwarding state during a
router restart or reboot

e Signaled with Fault Tolerant TLV in initialization messages
* Requires helper mode in adjacent nodes

e Enabled with graceful-restart statementin main

routing instance
[edit]
user@Rl# set routing-options graceful-restart

e Disable graceful restart, helper mode, or both for LDP

[edit protocols ldp]
uzser@Rl# set graceful-restart disable

[edit protocols 1ldp]
user@Rl# set graceful-restart helper-disable

The Junos OS supports LDP graceful restart procedures as defined in RFC 3478: Graceful Restart Mechanism for Label
Distribution Protocol. LDP graceful restart is enabled when you add the graceful -restart statement to the main routing
instance at the [edit routing-options] hierarchy. This global configuration statement enables graceful restart on all
protocols that support the capability. In operation, a router makes its LDP graceful restart capabilities known through the
inclusion of the Fault Tolerant TLV in its session initialization messages. By default, both graceful restart and helper mode are
enabled for LDP when the graceful-restart statement is added to the main routing instance. After a restart, the local
router signals that it was able to preserve its forwarding state by sending a nonzero recovery-time TLV in session messages
to all neighbors. Neighbors with LDP helper mode enabled maintain the label mappings they last advertised to the restarting
peer. When the LDP session is reestablished, the retained labels are readvertised (using mapping messages), which allows the
restarting router to refresh all label bindings that are still valid (nonrefreshed labels are marked as stale and flushed).

The result is that the restarting router’s signaling plane can be bootstrapped back into its pre-restart state, while forwarding
continues unabated.

As mentioned earlier, LDP graceful restart and helper modes are enabled by default when graceful restart is configured. You can
explicitly disable of LDP graceful restart and recovery, as well as prevent the router from performing helper mode function to a
restarting router.
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View LDP Graceful Restart

user(@Rl> show ldp session detail

" Use the show ldp session detail command

Address: 192.168.1.2, State: Operational, Connection: Open, Hold time: 25
Session ID: 192.168.1.1:0--1%2.168.1.2:0
Next keepalive in 8 seconds
Passive, Maximum PDU: 4096, Hold time: 30, Neighbor count: 1
Neighbor types: discovered
Keepalive interval: 10, Connect retry interval: 1
Local address: 192.168.1.1, Eemote address: 182.168.1.Z2
Up for 00:07:01
Last down 00:07:08 ago; Reason: recelwved unexpected EOF
Number of session flaps: 1
Capabilities advertised: none
Capabilities received: none
Protection: disabled
Local - Restart: enabled, Helper mode: enabled, Reconnect time: 60000
Remote - Restart: enabled, Helper mode: enabled, Reconnect time: A0000

Local mazimum neighbor reconnect time:
Local maximum neighbor recovery time:

120000 msec
240000 msec

Nonstop routing state:
Next-hop addresses received:
£5.115.1.2
85.115.1.5
182 .168.1.2

Mot in sync

Use the show Idp session command with the detai | switch to confirm LDP graceful restart settings.

Sample LDP Topology

the perspective of R2

R1

Rz
il 65.115.1.0/30 .
Ze-0/0,0

2
5e-0/0,/0

= Configuration and Verification commands will be from

» All other routers should be configured similarly

5

: 65.115.1.4/30 5
580,071

ge-0,/0,1

Loopbacks

R1=19216811
RF2=1921681.2
R3=152168813

RZ

This graphic serves to establish a simple LDP topology that we use to drive the configuration examples and screen captures

shown on subsequent pages.
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= A functional LDP configuration involves:
 Enabling LDP on desired interfaces

« Not neededfor loopback interface

user@RZ# show protocols mpls
interface all;

* Adding the mp1s family to desired interfaces

e Linking interfaces with the router's MPLS process

[edit] [edit]
user(@RZ# show protocels ldp user(@RZ# show interfaces ge-0/0/0
interface ge-0/0/0.0; unit 0 {
interface ge-0/0/1.0; family inet |
interface lo0.0; address 65.115.1.2/30;
}
ledit] | family mpls;

You must configure LDP for each interface on which you want LDP to run. Further, you must also add family mpls to all
interfaces that are expected to handle labeled packets, and you must associate these interfaces with the router’'s MPLS process
under the [edit protocols mpls] hierarchy. A minimum LDP configuration that is functional at both the signaling and
data planes is shown on the graphic. Note that you should specifically disable LDP on the router’s out-of-band (OoB) interface

when using the interface all option instead of manually specifying the interfaces.

By default, the Junos OS implementation of LDP only advertises the /32 router ID (RID) address, which is normally obtained
from the 100 interface. Note that you must enable LDP on the 100 interface to achieve this behavior.

Confirm LDP Interfaces

= Start by looking at the interfaces:

user@rkZ:> show ldp interface

Interface Label space ID Nbr count
ge-0/0/0.0 192.168.1.2:0 1
gqe-0/0/1.0 192.168.1.2:0 1
1o0.0 192 .188.1.2:0 a

WNext hello
1
2
0

The show Idp interface command is an excellent place to begin LDP verification. In this example, all expected interfaces
are listed, including the routers’ 100 interface. Note that the display also shows a count of neighbors detected on that interface.

Confirm LDP Neighbors

= Next, look at the neighbor information:

user@RZ> show ldp neighbor

Address Interface Label space ID
£5.115.1.1 ge-0/0/0.0 192.168.1.1:0
B5.115.1.a ge-0,/0/1.0 192.168.1.3:0

Hold time
11
14

With LDP interfaces confirmed, you move on to verify that neighbor discovery is operational with the show Idp neighbors
command. Note that each neighbor's RID is used to uniquely identify the label space for that neighbor.
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Verify Session State

user@EZ> show ldp session

Rddress State
192.168.1.1 Operational
19z2.168.1.3 Operational

Connhection Hold time
Open 29
Open 26

With LDP interfaces and neighbors confirmed, you move on to verify that the sessions have been established using the show

Idp sessions command.

Confirm the LDP Control Plane

routing table

user@rRzZ> show route table inet.3

inet.3: 2 destinaticns, Z routes
+ = Active Route, - = Last Active,
192.168.1.1/32 *[LDE/9] 00:34:
> to 65.115.1.
182.168.1.3/32 *[LDE/9] 00:34:
> to 65.115.1.

= | DP-signaled LSPs are placed into the inet .3

{2 active,

= Why don’'t we see label information?

0 holddown, 0 hidden)

*

= Both

00, metric 1

1 via ge-0/0/0.0
01, metric 1

A via ge-0/0/1.0

A quick way to verify that LDP signaling is operational is to look for established LSPs in the routers inet. 3 routing table.
Because the default behavior of LDP in the Junos OS is to establish tunnels to the /32 RID of all reachable routers, there should

be at least one LSP if LDP is working at all. Note that the LSP to R3
penultimate-hop popping (PHP) behavior.

is not associated with a label operation due to
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289782 (5=0)

2959840

299840 (5=0)

7 destinations,
- = Last Active,

user(lRZ> show route table mpls.0

T routes

*[MPLS /0]
Recelve

*[MELS /0]
Receive

*[MELS /0]
Recelve

{7 active,

08:08:15,
08:08:15,

0g:08:15,

mpls .0:

+ = Active Eoute,
0

1

2

2858792

*[LDE/ 9]
> to B3,
*[LDE/ 9]
> to 65.
*[LDE/ 9]
> to &5,

00:34:
115.1.

o0:34

113,
115.1.
00:34:
115.1.
00:34:

*[LDE/ 9]
> to a5

* = Both

metric 1
metric 1
metric 1

13, metric 1
6 via ge-0/0/1.
metric 1
6 via ge-0/0/1.
12, metric 1
1 via ge-0/0/0.

12, metric 1

L.115.1.1 via ge-0/0/0.

0 holddown,

Fop

Eop

Eop

Pop

0 hidden)

Verify the expected labels are correctly mapped in the Label Information Base (LIB) by reviewing the contents of the mpls.0
route table. Take note of the incoming label values on the left and ensure the router’s egress interface is correct with the correct

label operation.

LDP Label Database

Labkbel
3
290004
299020

Label
2099840
3
200702

Label
2998568
299702

3

Label
2099840
3
2909792

Coutput label database,

Input label database,

output label database,

user(@RZ:> show ldp database
Input lakel database,

Prefix

192.168.1.1/32
192.168.1.2/32
192.168.1.3/32

192
Prefix

19z2.1668.1.1/32
192.168.1.2/32
192.168.1.3/32

Prefix

192.168.1.1/32
192.168.1.2/32
192.168.1.3/32

192
Prefix

192.168.1.1/32
192.168.1.2/32
192 . 168.1.3/32

192 .168.1.2:0--192.168.1.1:0

.168.1.2:0--182.168.1.1:0

192.168.1.2:0--182.168.1.3:10

L1e8.1.2:0--152.188.1.3:0

You can view the label databases of LDP neighbors with the show Idp database command, as demonstrated on the
graphic. Note that there will be a separate entry for each LDP peer. The LDP session ID delineates the entries learned over each
session, with all the labels for either the input or output direction displayed. For example, LDP session 192.168.1.2:0—
192.168.1.1:0 has three labels in the input label database and three labels in the output label database.
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Review Questions

1. Which router requires you to define the label-
switched-path when configuring RSVP?

2. What are 3 RSVP objects that we discussed in this
chapter?

3. Does the Junos OS support traffic engineering on
LDP LSPs?

Answers to Review Questions
1.

The only router that requires configuration is the ingress router. The other routers need to have protocols MPLS and RSVP configured but
do not need information about the label-switched-path.

2.

There are many RSVP Objects. We discussed the SESSION, LABEL_REQUEST, EXPLICIT_ROUTE (ERO), RECORD_ROUTE
(RRO), SESSION_ATTRIBUTE, RSVP-HOP, LABEL, and the STYLE objects within this chapter.

3.

No. The Junos OS does not support traffic engineering for LDP signaled LSPs. You can however, us LDP tunneling over RSVP traffic
engineered LSPs to apply traffic engineering to the LDP traffic.
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Chapter 3: Constrained Shortest Path First

This Chapter Discusses:
. The path selection process of RSVP without the use of the Constrained Shortest Path First (CSPF) algorithm;

. The interior gateway protocol (IGP) extensions used to build the traffic engineering database (TED);
. The CSPF algorithm and its path selection process; and
. Administrative groups and how they can be used to influence path selection.

Protecting the MPLS Network

= The primary benefit of enabling the traffic engineering
extensions to OSPF or ISIS is to allow each ingress
router to calculate and signal protection paths around
a failed link or node
» Some of the MPLS traffic protection methods that have

been developed rely on the use of the TED and the CSPF
Algorithm

» Fast Reroute
* Link Protection
* To help in your understanding of how the LSP path

calculation changes when CSPF is deployed, the next few
slides review the path calculation with its use

This chapter discusses the details of how an ingress router for an RSVP-signaled label-switched path (LSP) can use the CSPF
algorithm and the TED to calculate its path through the network. As you read, keep in mind that it is this functionality that can
provide protection against packet loss in an MPLS network. Some of the widely used protection methods for RSVP-signaled
LSPs, like fast reroute and link protection (described in the next chapter), use the CSPF algorithm. The next few sections will
prepare you for the CSPF topic by reviewing the path selection behavior of RSVP when CSPF has not been deployed.
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Initial Path Message

= Path message is sent initially by ingress router

* Requests the reservation of resources by downstream

routers and notifies those routers of how and where to build
the session

* Some path message objects are used to specify what is to
be reserved

« Label Object: request for an MPLS label reservation
« Sender Tspec Object: request for bandwidth reservation

» Explicit Route Object specifies the path the session will take

« Whenan ERO has not been configured the path message is sent
with no ERO along the IGP s shortest calculated path

« Fora non-empty ERO. the administrator of the ingress LSR must

manually configure the explicit path | (edit;

userfdRl# show protocols mpls
label-switched-path rl-to-ri {
to 152.168.2.2:

As it was described in the previous chapter, the initial path message related to the setup of an LSP is sent by the ingress router.
The path message will contain objects. The objects within the path message are used to either request the reservation of
resources by downstream routers (MPLS label, bandwidth, and so forth) or inform those same downstream routers of the
direction in which they should be building the RSVP session (MPLS LSP). The path the session will take depends on both the IGP
shortest path calculation along with what is contained in the Explicit Route Object (ERO) of the path message. When CSPF is not
in use (no—-cspf option) and no ERO has been manually configured by the administrator of the ingress router, the initial path

message will be sent with no ERO. For a path message to have a non-empty ERO, it must be manually configured by the
administrator of the ingress router.
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Bandwidth Reservation

= An RSVP-sighaled LSP can be configured to support a
particular bandwidth along the path of the LSP

» Signaled by the Sender Tspec object
« Eachrouter along the path determines supportability of request

« If the local or downstream LSRs along the path cannot support the
requested bandwidth. LSP establishment will fail

» | SRs will not police the traffic that enters an LSP, by default

« By default. each LSR along the path checks only to see if there is
enough rsvp reservable bandwidth available (no policing)

* Usethe auto-policing statementor apply a policer configured
under [edit firewall] directlyto the LSP

[edit]
user@Rl# show protocols mpls
auto-policing {

class all drop:

[edit]
user@rl# show protocols mpls
label-switched-path rl-to-r2 {
to 152.168.2.2;
bandwidth 35m;
no-cspt;
policing filter example;

b
label-switched-path rl-to-r2 {

to 1%2.1e8.2.2;
bandwidth 35m;
no-cspt;

}

It is possible for an LSP to be configured to reserve bandwidth along the path of the LSP. During the setup process for an LSP
configured for bandwidth (as shown in graphic), each downstream router will receive a request to reserve bandwidth for the LSP
in the form of the traffic specification (TSpec) object. Each router along the path will make its own individual decision as whether
it has enough available bandwidth on its egress interface for the LSP. To determine whether or not there is enough available
bandwidth, a router will sum the bandwidth of all LSPs traversing the egress interface and subtract it from the total bandwidth
for the interface. If there is not enough available bandwidth, the LSP will fail to be instantiated and the upstream routers will be
informed with a PathErr message.

By default, the bandwidths described on the graphic are only logical and used for LSP setup. The amount of traffic that actually
traverses an LSP is not enforced. It is possible, however, to override the default behavior and have the ingress router police the
traffic that enters an LSP however. This can be done by configuring auto-pol icing or configuring a firewall filter an applying
directly to the specific LSP.
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RSVP Bandwidth

=" The physical speed of the interface becomes the
RSVP available bandwidth, by default

* View the current reservable RSVP bandwidth by issuing the
show rsvp interface command

user@Rl> show rsvp interface
RSVP interface: 2 active

Active Subscr- sStatic Available Reserved Highwater
Interface S5tate resv  iption BW BW BW mark
ge-1/0/0.220 Up 1 100% 1000Mbps 1000Mbps Obps Obps
ge-1/0/1.221 Up 0 100% 1000Mbps 1000Mbps Obps Obps

* Limit percentage of interface bandwidth reservable by RSVP
with a range of O to 65000

[edit protocols rsvp]
user@rl# set interface ge-0/0/0 subscription Eercentage

» Configure interface or logical unit bandwidth

[edit protocols rsvpl
userfdRl# set interface ge-0/0/0.100 bandwidth walue

Whether the CSPF algorithm is being used, when RSVP is being used for LSP signaling in a a network, every interface on every
router will have an associated available bandwidth associated with it. By default, the available bandwidth for LSP reservation is
equivalent to the physical speed of the interface, which can be overridden by one of the methods shown on the graphic.
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A Modified Shortest-Path-First Algorithm

= Modified shortest-path-first algorithm

" |ntegrates TED data

* |GP topology information, available bandwidth, and
Administrative group

* Determines optimal path and setup order according to
user-provided constraints

Maximum hop count (for fast reroute detours)

Bandwidth

Strict or loose routing (EROS)

Administrative groups

Priority

= Prunes nonqualifying paths and performs SPF on
remaining routes

* Theresultis either an ERO that is handed to RSVP for
signaling, or a no route to host error message

The ingress router determines the physical path for each LSP by applying a CSPF algorithm to the information in the TED. CSPF
is a shortest-path-first (SPF) algorithm that has been modified to take into account specific restrictions when calculating the
shortest path across the network. Links that do not comply with the restrictions are removed from the tree and cannot be
factored into the resulting SPF calculations.

TED and User Constraint Integration

CSPF integrates topology link-state information learned from IGP traffic engineering extensions and is maintained in the TED.
The information stored in the TED includes attributes associated with the state of network resources (such as total link
bandwidth, reserved link bandwidth, available link bandwidth, and link color). When calculating a path, the CSPF algorithm
factors in user-provided constraints such as bandwidth requirements, maximum allowed hop count, and administrative groups,
all of which are obtained from user configuration.

Prune Nonqualifying Links

As CSPF considers each candidate node and link for a new LSP, it either accepts or rejects a specific path component based on
resource availability and whether selecting the component violates a user provided constraint. The output of a successful CSPF
calculation is an explicit route consisting of a sequence of router addresses that provides the shortest path through the network
that meets all provided constraints. This explicit route is then passed to the RSVP-signaling component, which establishes
forwarding state in the routers along the LSP. When no compliant route can be found, the output of the CSPF algorithm is a
rather generic no route to host error message.
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Ingress LSR Operations

1) Store information from IGP flooding

2) Store traffic engineeringinformation (TED)
3) Examine user-defined constraints

4) Calculate the physical path for the LSP

5) Represent path as an explicitroute

6) Pass ERO to RSVP for sighaling

Extended IGF

Link-State Traffic Endineering # Constrained h User
Database Database Shortest Path First Constraints

Explicit Route

RSVP Signaling

The graphic lists the six primary aspects of the CSPF process from the perspective of the ingress label-switching router (LSR).
We describe each CSPF component in the following list:

1. Information Propagation: Traffic engineering extensions to either Intermediate System-to-Intermediate System
(IS-IS) or Open Shortest Path First (OSPF) carry traffic engineering topology information.

2. Information Storage: The router stores traffic engineering link-state information in the TED.

3. User Constraints: The user specifies constraints for a specific LSP through configuration settings.

4. Physical Path Calculation: The CSPF algorithm finds the shortest path based on links that comply with
user-provided constraints.

5. Explicit Route Generation: The router forms a complete list of EROs that describes the sequence of nodes and links
representing the shortest compliant path between ingress and egress LSRs.

6. RSVP-signaling: The router passes the computed ERO list to RSVP for LSP signaling. Note that because the TED
contains a relatively up-to-date view of the entire network’s current state, a high probability exists that the
RSVP-signaled LSP will succeed. Put another way, if no path in the network meets a provided constraint, CSPF does
not compute an ERO list, and RSVP does not even attempt to signal an LSP that would be doomed to failure
anyway. Last minute changes in the state of the network might result in the TED being slightly out of date, and this
can lead to RSVP path signaling failures until the TED is again synchronized with the true state of the network.

IGP Extensions

e |S-IS uses TLV tuples
* OSPF uses opaque LSA Type 10
* Information propagated within area or level only

Both OSPF and IS-IS can propagate additional information through some form of extension. IS-IS carries different parameters in
type/length/value (TLV) tuples, which are propagated within a level; these TLVs do not propagate between levels. OSPF, on the
other hand, uses Type 10 opaque LSAs to carry traffic engineering extensions. Type 10 LSAs have an area flooding scope,
meaning that the information is propagated within a given area only; OSPF traffic engineering extensions do not cross area
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border routers (ABRs). The MPLS Traffic Engineering Information carried by these IGP extensions is defined in RFC 3630 and
RFC 4203 for OSPF, and RFC 3784 and RFC 4205 for IS-IS.

Information Propagated

= |GP extensions propagate additional information
* |S-|IS uses TLV tuples
* OSPF uses opaque LSA Type 10
e Information propagated within area or level only
= |nformation propagated:
* Bandwidth available
» Administrative Groups (link colors)
* Router ID

The TLVs listed here are based on IS-IS traffic engineering extensions. OSPF supports more or less the same parameters; the
primary difference is how the extended information is propagated (TLV versus opaque LSA).

. Router ID (TLV 134): Single stable address, regardless of node’s interface state. The /32 prefix for router ID should
not be installed into the forwarding table or it can lead to forwarding loops for systems that do not support this TLV.

. Extended IP Reachability (TLV 135): One bit used for route leaking (up/down bit); extends metrics from 6 bits to
32 bits.

. Extended IS Reachability (TLV 22): Contains information about a series of neighbors. Consists of the following
sub-TLVs:

IPv4 Neighbor Address (Sub-TLV 8).

Maximum Link Bandwidth (Sub-TLV 9): A 32-bit field, Institute of Electrical and Electronics Engineers (IEEE)
floating point format. Units are bytes per second and unidirectional.

Maximum Reservable Bandwidth (Sub-TLV 10): A 32-bit field, IEEE floating point format. Units are bytes per
second and unidirectional. Supports over subscription (can be greater than link bandwidth).

Unreserved Bandwidth (Sub-TLV 11): A 32-bit field, IEEE floating point format. Units are bytes per second. A
value is specified for each priority level O through 7.

Traffic Engineering Default Metric (Sub-TLV 18): A 24-bit unsigned integer.

Resource Class/Color (Sub-TLV 3): Specifies administrative group membership (also known as affinity class).
Up to 32 different groups. Each group is represented by a different bit.

OSPF traffic engineering extensions include the following TLVs. Note that these extensions are silently discarded by
non-traffic-engineering-aware routers in accordance with opaque LSA processing rules.

. Router TLV: Stable IP address of advertising router.

. Link TLV: Composed of the following sub-TLVs:

Link Type: PP or multi-access.
Link ID: Identifies other end of link. A designated router is identified if the link is used for multi-access.

Local Interface Address: IP address of the link; advertising router address if unnumbered link.
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Remote Interface IP Address: Neighbors’ IP address; first two octets O if unnumbered, remaining octets are
local interface index assignment. This sub-TLV and local address used to discern multiple parallel links
between systems.

Traffic Engineering Metric: Link metric for traffic engineering. Might be different than the OSPF link metric.
Maximum Bandwidth (Unidirectional): A 32-bit IEEE floating point format. Bytes per second.

Maximum Reservable Bandwidth: A 32-bit IEEE floating point format. Over subscription supported. Bytes per
second.

Unreserved Bandwidth: Unreserved bandwidth for each of the eight priority levels. Bytes per second. 32-bit
IEEE floating point format. Each value less than or equal to maximum reservable bandwidth.

Resource Class/Color: Specifies administrative group membership (also known as affinity class). Up to 32
different groups. Each group is represented by a different bit.

IGP Extensions: OSPF

OpaghArea*l.0.0.3

OSPF database,

user@Rl> show ospf database opaque-area detail

Area 0.0.0.0
15z2.168.2.1

0x80000002

Area-opaque TE LSA
Link {2), length 100:
Linktype (1), length 1:

2
LinkID (2}, length 4:
172 .22.220.2

LocIfrdr (3), length 4:

172.22.220.1

FemIfAdr (4), length 4:

0.0.0.0

TEMetric (5), length 4:

1

MaxBwW (&), length 4:
1000Mbps

MaxRsvBW (7), length 4:

4 0xZ2 0xeZc 124

1000Mbps
UnRsvEW (8), length 32:
Priority 0, 1000Mbps
Priority 1, 1000Mbps
Priority Z, 1000Mbps
Priority 3, 1000Mbps
Priority 4, 1000Mbps
Priority 5, 1000Mbps
Priority 6, 1000Mbps
Priority 7, 1000Mbps

Color (3), length 4:

The capture shown on the graphic provides an example of an IGP update that also carries traffic engineering extensions for
distribution to the TED. By default, the IGP only sends an update message if the available link bandwidth changes by greater
than 10%. The update threshold command (covered later in this chapter) allows you to alter this default behavior. The
highlighted portion of the graphic calls out the following attributes:

Unreserved bandwidth indicates the reservable bandwidth by priority level for a given link;

Maximum reservable bandwidth indicates the total reservable bandwidth for a given link;

Maximum bandwidth communicates the total bandwidth for the link; and

Color identifies the hexadecimal bit mask used to associate affinity classes (administrative groups) with this link.
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Interface Bandwidth Refresh

» RSVP interface bandwidth refresh

e Tune the IGP update threshold for RSVP interface bandwidth
* Use the update threshold threshold %(1...20)
command under RSVP interface

» Default update threshold set to 10%

The Junos operating system propagates changes in bandwidth according to a configured threshold percentage. By default,
updates are sent only if the bandwidth changes by 10%. However, you can configure the update threshold to be a percentage
from 1 to 20.

Used Exclusively for LSP Path Computation

= Used exclusively for calculating explicit LSP paths
across the physical topology

* Maintains traffic engineering information learned from |GP
extensions

= Contains:
* Up-to-date network topology information
* Current unreserved bandwidth of links
* Link administrative groups (colors)

* Link priority information

Each router maintains network link attributes and topology information in its TED. The TED is used exclusively for calculating
explicit paths for the placement of LSPs across the physical topology. Because the TED does not know about existing LSPs, the
TED does not allow a CSPF LSP to form over an LSP (because a nhon-CSPF LSP consults the routing table on a hop-by-hop basis
to forward the RSVP messages, a non-CSPF LSP might try to form over an existing LSP) if features like forwarding adjacencies or
traffic engineering shortcuts are enabled.

TED Contents

CSPF uses the TED to calculate explicit paths across the physical topology. It is similar to IGP link-state database (LSDB) and
relies on extensions to the IGP, but it is stored independently of the IGP database.

Traffic engineering requires detailed knowledge about the network topology as well as dynamic information about network
loading. The information distribution component is implemented by defining relatively simple extensions to the IGPs so that link
attributes are included as part of each router's link-state advertisement (LSA). The standard flooding algorithm used by the
link-state IGPs ensures that link attributes are distributed to all routers in the routing domain. Some of the traffic engineering
extensions to be added to the IGP link-state advertisement include maximum link bandwidth, maximum reserved link
bandwidth, current bandwidth reservation levels, and link coloring.
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Analyzing the TED

user@dRl> show ted database extensive
TED database: 0 IS5I5 nodes 31 INET nodes
NodeID: 152.168.1.1
Type: ---, Age: 588 secs, LinkIn: 2, LinkOut: 0
NodeID: 152.168.2.1
Type: Rtr, Age: 9 secs, LinkIn: Z, Linkout: 2
Protocol: OSPF(0.0.0.0)
To: 172.22.220.2-1, Local: 172.22.220.1, Remote: 0.0.0.0
Local interface index: 0, Remote interface index: 0
Color: 0x20 gold
Metric: 1
Static Bw: 1000Mbps
Reservable BW: 1000Mbps
Available BW [priority] bps:
(0] 1000Mbps (1] 1000Mbps [2] 1000Mbps [3] 1000Mbps
(4] 1000Mbps [5] 1000Mbps [2] 1000Mbps (7] 1000Mbps
Interface Switching Capability Descriptor(l):
Switching type: Packet
Encoding type: Packet
Maximum LSP BW [priority] bps:
(0] 1000Mbps [1] 1000Mbps [2] 1000Mbps [3] 1000Mbps
[4] 1000Mbps [5] 1000Mbps [6] 1000Mbps [7] 1000Mbps

Each router maintains network link attributes and topology information in a specialized TED. The TED is used exclusively for
calculating explicit paths for the placement of LSPs across the physical topology. A separate database is maintained so that the
subsequent traffic engineering computation is independent of the IGP and the IGP's link-state database. Meanwhile, the IGP
continues its operation without modification, performing the traditional shortest-path calculation based on information
contained in the router's link-state database. There is only one TED, and it can be populated only from the default routing
instance.

The TED shows the total number of IS-IS nodes and inet nodes. Each broadcast domain DATA LINK LAYER generates a
pseudonode to represent the network. The portion of the TED shown represents a node: the type field indicates Rtr (router). It
could also indicate Net (network) if it were a pseudonode. The node has two input and output links running OSPF Area O (only
one link is shown in the graphic). One link leads to a router with the IP address of 172.22.220.2.

The TED also includes detailed traffic engineering information for each link. This information includes administrative groups,
metrics, static bandwidth, reservable bandwidth, and available bandwidth by priority level.

The Local : and Remote: fields in the show ted database extensive command output specify IP address information
about the link. Four different combinations of Local : and Remote: values are possible. If both fields contain nonzero

IP addresses, the link is a point-to-point link. If the both fields are 0.0.0.0, the link represents a pseudonode. If only the
Remote: valueis 0.0.0.0, the link is a LAN interface. Finally, if only the Local : valueis0.0.0.0, the link is an
unnumbered interface.
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User-Provided Constraints

r Extended IGP j

Link-State Traffic Enginesring
Database Database

= User-defined constraints
influence path selection

* Bandwidth requirements*

* Hop count limitations (for fast
reroute)

* Administrative groups (colors)

* Priority (setup and hold)*

* Explicit route (strict or loose)*

* Can also be specified for non-CsPR-signaled LsPs

Constrained Shortest

User
Path First L o -

Constraints

Explicit Route

RSVP Signaling

User-Provided Constraints

You can influence the outcome of the CSPF path selection process by specifying one of more of the following constraints when
defining an RSVP-signaled LSP:

Bandwidth: The bandwidth to reserve for this LSP. The reserved bandwidth is calculated against each link’s
available bandwidth. The available bandwidth is the bandwidth remaining after the subscription factor is applied to
the link and all existing link subscriptions are removed.

Hop count: The maximum number of hops to extend the path to bypass the next downstream node when creating a
fast-reroute detour.

Link color: Administrative groups, also known as link coloring or resource class, are manually assigned attributes
that describe the color of links, such that links with the same color conceptually belong to the same class. You can
use administrative groups to implement a variety of policy-based LSP routing controls.

Priority: Specifies the setup and hold priority for the LSP. New setup priorities are compared with existing hold
values. When not enough bandwidth is available to satisfy all LSPs concurrently, a given link is considered in the
path only when the new LSP’s setup priority is stronger than the hold priority of existing LSPs.

EROs: Both CSPF and non-CSPF LSPs can be constrained with one or more ERO routing directives.

© 2013 Juniper Networks, Inc. All rights reserved.
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How CSPF Selects a Path

= For LSP = (highest priority) to (lowest priority):

1. Prune links with insufficient bandwidth

2. Prune links that do not contain an included color
3. Prune links that contain an excluded color
4

. Calculate shortest path from ingress to egress consistent
with ERO

5. If equal-cost paths exist, choose the path whose last hop
address equals the LSP's destination

6. Selectamong equal-cost paths (least hop, then fill related
criteria)

7. Pass explicit route (ERO) to RSVP

The CSPF algorithm computes the path of LSPs one at a time, beginning with the highest-priority LSP (the one with the
numerically lowest setup priority value). We cover LSP priority settings in the next chapter. Among LSPs of equal priority, CSPF
begins with those that have the highest bandwidth requirement. For each such LSP, the following sequence is executed:

1.

Prune the topology database (TED) of all the links that are not full duplex and do not have sufficient reservable
bandwidth.

If the LSP configuration contains an include-any statement, prune all links that do not have at least one of the
included colors assigned, including those links with no color assigned. If the LSP configuration contains an
include-all statement, prune all links that do not have all of the included colors assigned.

If the LSP configuration contains an exclude statement, prune all links that contain excluded colors; links with no
color are not pruned.

Find the shortest path towards the LSP's egress router, taking into account ERO constraints. For example, if the
path must pass through Router A, two separate SPFs are computed, one from the ingress router to Router A, the
other from Router A to the egress router.

If several paths have equal cost, choose the one whose last hop address is the same as the LSP's destination.

If several equal-cost paths remain, select the one with the fewest number of hops. If equal-cost paths still remain,
apply the CSPF load-balancing rule configured on the LSP (least fill, most fill, or random).

When a path is chosen, pass the complete ERO list to RSVP for signaling.
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Negative Feedback

= Negative feedback: PathErr message handling

* Maintains knowledge of PathErr message for TED
calculations

e Default PathErr retention for TED = 20 seconds

* Can be modified with the rsvp-error-hold-time
hold-time (0...240 sec) statement

Junos OS automatically retains knowledge of RSVP PathErr messages for a short period of time. This knowledge prevents the
TED from resignaling in the same direction that caused the original error. By default, the system maintains knowledge of PathErr

messages for 20 seconds, configurable from O to 240 seconds in the [edit protocols mpls] hierarchy with the
rsvp-error-hold-time command.

CSPF Tie-Breaking Terms

= The following terms and formulas are used in
breaking CSPF ties:

* Reservable bandwidth
» Link bandwidth x link subscription factor
* Available bandwidth

+ Reservable bandwidth minusthe sum of the LSP bandwidths
traversing the link

* Available bandwidth ratio
» Available bandwidth/reservable bandwidth

* Minimum available bandwidth ratio (for a path)

« Smallest available bandwidth ratio of the links that comprise a
path

The terms and formulas shown on the graphic are used by the CSPF algorithm to break CSPF ties. You should familiarize

yourself with these terms and formulas to understand the various CSPF tie-breaking behaviors available in Junos 0S. We explain
these terms on subsequent pages.

Random

If more than one path is available after running the CSPF algorithm, a tie-breaking rule is applied to choose the path for the LSP.
Three tie-breaking rules are available: random, least fill, and most fill. The actual rule used depends on the specifics of your
configuration. The default tie-breaking method is random, which, as you might surmise, chooses one of the qualifying paths at
random. This rule tends to place an equal number of LSPs on each link, regardless of the available bandwidth.
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Least Fill

The least-fill option chooses the path with the largest minimum available bandwidth ratio. This rule tries to equalize the
reservation levels on each link. This form of load balancing might be preferred when the goal is to minimize the total number of
LSPs that are disrupted when a link failure occurs.

Most Fill

The most-fill option prefers the path with the smallest minimum available bandwidth ratio. This rule tries to fill a link before
moving traffic to alternative link and might be preferred in certain usage-based billing environments where bulk discounts are
gained by consolidating as much traffic onto as few links as possible. The most-fill option tends to fully pack your lower
bandwidth links first, such that your highest bandwidth links remain available for LSPs with large bandwidth requirements,
which is another possible motivation for using this type of load balancing.

Configuration

To explicitly configure a tie-breaking behavior, include the random, least-fill, or most-fill statement at the [edit
protocols mpls label-switched-path path-name] hierarchy level. Note that you do not have to explicitly configure
random load balancing as this is the default.

Analysis of Least-Fill Operation

Available bandwidth ratio

All links Fast Ethernst
IGP = I1S-15

Al IGP path metrics equal

= Which path
will a new LSP
with a 12-Mbps
bandwidth request take’?$

Because all four paths shown in the example on the graphic have equal metric costs (note that the information provided on the
graphic indicates that default IS-IS metrics are not in use), select the path that has the most available bandwidth. (Remember
that you are selecting the path that is least full on a percentage basis; therefore, it has the largest available bandwidth.)

Amongst the two lower hop count links, the top path has the largest minimum available bandwidth ratio. Least fill is desirable
when you want to smooth out the overall bandwidth that is available on all your links.
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Analysis of Most-Fill Operation

All links Fast Ethernat Available bandwidth ratio

IGP = 1315
Al IGP path metrics equal

= Which path
will a new LSP
with a 12-Mbps
bandwidth request take?

Because all four paths shown in the example on the graphic have equal metric costs (note again that default IS-IS metrics are
not in use), select the path that has the least available bandwidth ratio. (Remember that you are selecting the path that is most
full on a percentage basis; therefore, it has the smallest available bandwidth.) Amongst the two lower hop count links, the

bottom path has the smallest minimum available bandwidth ratio.

You might configure most fill load balancing when you want to fully pack your lower bandwidth links first so that your higher
bandwidth links remain available for LSPs with large bandwidth requirements.
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An Interesting Question

Al links 100% subscription factor
Each link shows reserved bandwidth

[5-15 1GF; all paths equal metrics

Top and bottom links are
GE, middle links
are FE

= Using
least-fill load
balancing, which
path will a new LSP
with a 12-Mbps bandwidth (gl
request take? * Do you find this odd?
Step 6 of the CSPF algorithm, as explained on a previous page, indicates that if no decision is reached after the router

processes the first five steps of the algorithm, the paths with the smaller hop count are selected. When multiple paths remain,
the tie-breaking algorithm moves on to consider fill-related criteria.

430M

Because least fill looks for the largest available bandwidth ratio, you might expect the middle links to be selected because they
have 95 and 85 available bandwidth ratios. However, these links are not chosen because they have more hops. The two outer
paths have their available bandwidth ratios compared because they have lower (and equal) hop counts. Therefore, the bottom
path, which has an available bandwidth ratio of 57 ((1000-430)/1000) is selected over the top link, which has an available
bandwidth ratio of 50 ((1000-500)/1000).

Note that the same logic is followed regardless of the actual bandwidth available on a link. For example, if the outer paths were
Fast Ethernet links with lower available bandwidth ratios than the two middle paths—which could be Gigabit Ethernet with really
high available bandwidth ratios—the CSPF hop count rule will still eliminate the middle links due to their higher hop-counts. Even
if the Gigabit Ethernet links have huge amounts of percentage or actual bandwidth available, the hop count rule holds sway over
what paths are considered equal, and therefore subject to a load-balancing decision.
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Another Interesting Question

All links 100% subscription factor
Each link shows reserved bandwidth
IZ-I1Z 1GP; all paths equal metrics
Top links ars FE
Bottom links are GE

= Using
least-fill load
balancing, which
path will a new LSP
with a 4-Mbps bandwidth %
request take? * Do you find this odd?

Because all four paths have equal metric costs in the example on the graphic, you must first look at hop counts, and then
available bandwidth ratios, to find the correct answer to this riddle.

The middle two paths have available bandwidth ratios of 90 and 99, the top link has an available bandwidth ratio of 95, and the
bottom link has an available bandwidth ratio of 80. In this case, the outer two links have lower hop counts, and therefore, only
these links factor into available bandwidth ratio comparisons. The top path has the larger available bandwidth ratio, which
causes it to be selected by the least fill algorithm.

The point here is that the Fast Ethernet link has more bandwidth percentage available than the Gigabit Ethernet link in this
example. Therefore, even though the total bandwidth available on the Gigabit Ethernet is much greater than that of a Fast
Ethernet interface, the LSP will be routed over the Fast Ethernet links based on the bandwidth percentages.
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Administrative Group Overview

= Thirty-two named groups, O through 31—carried as
32-bit value in IGP updates
* Groups assigned to interfaces
* Also referred to as color or link affinity

Silver

San

Francisco M
N

Eronze

Administrative groups allow you to constrain the routing of an LSP to the set of links that meet the prescribed administrative
groupings. Each interface can support 32 different administrative groups. The administrative groups associated with each
interface is communicated through the extended IGP for storage in the TED. When the ingress router performs a CSPF
computation, it includes or excludes links based on their associated colors, as specified in the LSP’s definition. The net result is
that the routing of the LSP will be controlled by its need to avoid, or make use of, links with the specified colors.

If you use administrative groups, you must configure them identically on all routers participating in an MPLS domain. Great
confusion results when a pair of routers do not agree on the color associated with mutually attached link. You can assign more
than one administrative group to each physical link, or you might opt to leave one or more links uncolored by not assigning any
administrative group values.

IGP Advertisements

A traffic engineering aware IGP communicates the administrative group of each interface as a 32-bit (4 bytes) bit mask. Each of
the bit values in 32-bit sequence represents a different administrative group.
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= Colors advertised on a per-link basis using |IGP
* Using hexadecimal—for example, OxCOO0O0O0O0E
= Colors assigned on router:
* Internal management—for example, bronze, silver, gold, etc.

Color Assignments

Each bit value is correlated through configuration to a human-friendly name within Junos OS. This capability helps to simplify
router management, as the name silver often means more to the typical human than the hexadecimal value of 0x02, for
example.

These names are often assigned as colors, but they do not have to be a color; they can be any descriptive term you want. Each
link can have one or more bits enabled, and can therefore be associated with one or more colors simultaneously. The colors
advertised by each link are displayed in both hexadecimal and in symbolic form in the output of show ted database
extensive command. When multiple bits are set in the TED, the order of the colors displayed correlates to the order of the
bits that are set. When no colors are assigned, the 32 bits default to all zeros (0x00000000).
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Configuring Administrative Groups

[edit protocols]
user(iR1# show COlOI'S

mpls { defined

admin-groups {
gold 1:
silver 2;
bronze 3;
management 307
internal 31;

¥
interface ge-1/0/0.220 {

admin-group [ gold management ]

i
interface ge-1/0/1.221 {
admin-group silwver;

¥

interface ge-1/0/2.222 | Colors
admin-group gold; .

} assigned

interface ge-1/0/3.223 {
admin-group gold;

}

You configure administrative groups under the [edit protocols mpls] hierarchy by defining the group names and their
associated bit values. The bit values can range from O to 31. Note that the actual group name is for local reference only, which
means that the exact spelling and case need not be identical between all routers in the traffic engineering domain.

You should configure all defined groups that are in use within the traffic engineering domain on all routers, even though a
particular group might not be assigned to any interfaces on every router. This configuration is necessary because undefined
administrative groups referenced in a LSP definition prevent your candidate configuration from committing.

After defining all groups, you next associate one or more groups with each router interface. You reference the symbolic name
that is associated with each group when assigning groups to your interfaces. Recall that you can configure multiple group
names on a single interface.

In this example, the configuration for interface ge-1/0/0.220 is not a typographical error. The two administrative groups
assigned to this interface are, in fact, gold and management.
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Using Administrative Groups

= CSPF can factor include-any, include-all, and
exclude constraints into the path calculation

[edit protocols]
userfdRl# show
mpls {
label-switched-path to-miami { Logical OR
to 1.1.1.1;

primary uge-Iargo |
admin-group { //
include-any [ gold silver ]:
Logical AND éinclude—all [ premium . customer ];

exclude [ bronze iron \\
! AN |
} “

t Logical AND

path use-fargo {
10.0.1.2 loose:

} Logical OR

'

If you omit the include-any, include-all, and exclude statements, the LSP’s path calculation proceeds unchanged
using the default CSPF path selection criteria. When you configure an include-any list, only links that contain one or more of
the specified administrative groups are included in the SPF calculation. In other words, a logical OR is performed on the
administrative groups in the include-any statement. When you configure an include-all list, only links that contain all of
the specified administrative groups are included in the SPF calculation. In other words, a logical AND is performed on the
administrative groups in the include-al I statement. Finally, when you configure an exclude list, links that contain any of
the specified administrative groups present are automatically excluded from the SPF calculation. In other words, a logical OR is
performed on the administrative groups in the exclude statement. Links that do not have an administrative group assigned are
automatically disqualified by an include-any or include-all list; such uncolored links can be included in the SPF
calculation when only exclude criteria is defined.

When you specify more than one include-any, include-all, and exclude lists for a given LSP, each link considered in
the SPF calculation must comply with all lists. This behavior mimics the functionality of a logical AND.

Changing an LSP's administrative group causes an immediate recomputation of its routing, which might result in the LSP being
rerouted.
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Displaying Administrative Group Assignments

= Use show mpls interface command to display
the administrative groups that have been assigned to
each interface

user@Rl> show mpls interface

Interface State Zdministrative groups
ge-1/0/0.220 Up gold
ge-1/0/1.221 Up gold

You can quickly verify the colors assigned to each MPLS-enabled interface using the show mpls interface command. This
command also confirms whether the MPLS family is declared under the correct logical unit in the [edit interfaces]
hierarchy. If the interface does not show up, the MPLS family is not defined for that interface.

Administrative Groups I: IGP Routing

= Choose the IGP’'s best path from A to |

IGP hetrics

__

\o/.

In this initial example, you must determine the shortest path from A to | according to the perspective of the IGP. Each link
displays the associated IGP metric value. It should not take you long to determine that the IGP’s shortest path from A to | is path
A-D-E-G-l, with a total cost of 6.

This calculation reflects normal IGP processing and therefore, the default routing of an RSVP-signaled LSP. You can influence
LSP routing with the inclusion of administrative constraints, as is demonstrated in subsequent pages in this section.
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Administrative Groups I: The Solution

= Path A-D-E-G-| has the lowest IGP metric (6)

6 4

This graphic displays the solution to the question asked on the previous graphic. In this case, the IGP’s shortest path has a
metric of 6 and consists of the path A, D, E, G, and I.

Administrative Groups IlI: Include-Any Constraints

= Choose the path from A to | according to:

[edit protocols mpls]
userBra# show
label-switched-path to-I {
to 1.1.1.1;
primary primary-path {
admin-group include-any [ gold silver ]:

1111

The LSP definition in this example requires that the link include either the color gold or the color si lver. The CSPF algorithm
begins by pruning the following links because they do not include the required colors: A-B, A-D, C-D, B-E, B-G, D-E, E-G, D-H, F-H,
G-H, or H-Il. The links that do comply with the constraints are A-C, C-F, F-G, and G-l.

A shortest path is computed from the links that remain, which in this case yields only one viable path. The only path available,
given these constraints, is shown in the next graphic.
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Administrative Groups lI: The Solution

= Path A-C-F-G-| uses only gold or silver links

This graphic displays the solution to the question asked on the previous graphic. In this case, the only path meeting the provided
include-any constraints consists of the path A, C, F, G, and I.

Administrative Groups llI: Include-Any and Exclude Constraints

= Choose the path from A to | according to:

[edit protocols mpls]
userfrfi# show
label-switched-path to-T {
to 1.1.1.1¢
primary primary-path {
admin-group {
include-any [ copper bronze ]:
exclude admin;

The LSP definition in this case requires that the link include either the copper or bronze colors, while also excluding the
admin color. Put another way, a qualifying link can include copper and exclude admin, or it can include bronze and exclude
admin. The CSPF algorithm begins by pruning the following links because they do not include the required colors: A-C, A-B, C-F,
C-D, F-G, F-H, and G-I.
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The CSPF algorithm then prunes the following links because they are associated with an excluded color: D-H. Note that links A-B
and F-H are already excluded by virtue of the include-any constraint but that link D-H passes the include-any constraint,
and so it is not pruned until the exclude constraint is processed.

The links that pass both sets of constraints are A-D, D-E, E-B, B-G, E-G, G-H, and H-I. A shortest path is now computed from the
compliant links. In this case two possible paths exist: A-D-E-B-G-H-I, with a cost of 19, and A-D-E-G-H-I, with a cost of 13. The
CSPF algorithm selects the metrically shorter of the two paths, which results in the routing of the LSP over the path A-D-E-G-H-I.

Administrative Groups lll: The Solution

= Path A-D-E-G-H-| is the shortest path excluding the
admin class and including copper or bronze

This graphic displays the solution to the question asked on the previous graphic. In this case, the metrically shorter of the two
paths meeting both the include-any and exclude constraints consists of the path A, D, E, G, H, and .
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Administrative Groups IV: Include-Any and Exclude Constraints

= Choose the path from A to H using:

[edit protocols mpls]
userfdri# show
label-switched-path to-H {
to 2.2.2.2;
primary primary-path {
admin-group {
include-any [ copper bronze ]:
exclude admin;

The LSP definition in this case once again requires that the link include either the copper or bronze colors, while also
excluding the admin color. Note that the destination node and the cost of the G-H link has been changed from previous
examples.

The CSPF algorithm begins by pruning the following links because they do not include the required colors: A-C, A-B, C-F, C-D, F-G,
and F-H. The CSPF algorithm then prunes the following links because they are associated with the excluded color: D-H. Note that
links A-B and F-H are already excluded by virtue of the include-any constraint but that link D-H passes the include-any
constraint, and so it is not pruned until the exclude constraint is processed.

The links that pass both sets of constraints are A-D, D-E, E-B, B-G, E-G, G-I, G-H, and H-I. A shortest path is now computed from
the set of compliant links. In this case, four possible paths exist: A-D-E-B-G-H (cost 14), A-D-E-G-H (cost 8), A-D-E-B-G-I-H (cost
13), and A-D-E-G-I-H (cost 7). The CSPF algorithm selects the metrically shorter of these paths, resulting in the routing of the LSP
over the path A-D-E-G-I-H.

Note that the path chosen in this example has the lowest metric but not necessarily the lowest hop count. The metric variation
in this example results from the fact that it is metrically closer to traverse both the G-l and I-H links (2) than it is to cross the G-H
link directly (3).

Chapter 3-26 « Constrained Shortest Path First © 2013 Juniper Networks, Inc. All rights reserved.



JNCIS-SP Study Guide—Part 3

Administrative Groups IV: The Solution
= Path A-D-E-G-I-H is the shortest path excluding the
admin class and including copper or bronze

This graphic displays the solution to the question asked on the previous graphic. In this case, the metrically shorter of the paths
that meets both the include-any and exclude constraints consists of the path A, D, E, G, |, and H.

Administrative Groups V: Include-All Constraints

= Choose the path from A to H using:

[edit protocols mpls)

userlri# show
label-switched-path to-H {
to 2.2.2.2;
primary primary-path {
admin-group include-all [ gold silver 1;

In this case, the LSP definition requires that the link include both the gold and si lver colors.

Constrained Shortest Path First ¢ Chapter 3-27
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The CSPF algorithm begins by pruning the links that do not include the required colors. In this example, no link includes both the
gold and silver colors. Therefore, all links are pruned from consideration and the LSP setup fails because there is no path
that meets the defined constraints.

Administrative Groups V: The Solution

= No path between A and H exists that includes both
goldand silver so LSP setup fails

This graphic displays the solution to the question asked on the previous graphic. In this case, there is no path between Aand H
that meets the defined constraints; LSP setup fails.
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Test for Understanding

= Will CSPF prune link C-D when choosing the path
from A to H using this constraint?

[edit protocols mpls]
user@ri# show
label-switched-path to-I {
to 1.1.1.1;
primary primary-path {
admin-group {
| exclude admin; |

i

The answer to the question on the graphic is no. The CSPF algorithm prunes links that do not have the specified include
colors or that specifically match any specified exclude colors. In this example, there are no include constraints, and
therefore, CSPF does not prune the C-D link. Note that the provided exclude color in this case is admin; because link C-D has
no color, it is considered to meet the constraints provided.

Review Questions

1. Describe how I1S-IS and OSPF support traffic
engineering extensions that build the TED.

2. List three user inputs to the CSPF algorithm.
What is the default CSPF tie-breaking algorithm?

4. Describe how administrative groups can be used to
control path selection.

w

Answers to Review Questions

1.

OSPF supports the flooding of the opaque type 10 LSA. IS-IS supports the flooding of extended TLVs for traffic engineering. Both of the
extensions to the protocols support the advertisement of rsvp bandwidth, administrative group, and router ID.
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2.

Some possible user inputs are bandwidth requirement, administrative group requirement, explicit route, and priority.
3.

The default CSPF tie-breaking algorithm is random.
4.

When configuring an LSP an administrator can specify which administrative groups the LSP can traverse. The administrator can specify
several administrative group constraints for an LSP by using the Include-any, include-all, and the exclude statements.
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Chapter 4: Traffic Protection and LSP Optimization

This Chapter Discusses:
. The default traffic protection behavior of RSVP-signaled label-switched paths (LSPs);
. The use of primary and secondary LSPs;

. LSP priority and preemption;

. Operation and configuration of fast reroute;
. Operation and configuration of link and node protection; and
. LSP optimization options.

Network Failures

= Transit traffic will be dropped for a time when a failure
in the LSP’s path occurs

e Several steps must occur before traffic can be restored so
that packet drops can stop

e The traffic protection methods described later in this
chapter can be used to minimize this down time

PATH

EROD= {R2, R3] Egress LSR
Link Failure  pa /

Rl
' M - Rz R3
Site 1 $ %‘:-:.: ______ ,%;%—%—% Site 2

Ingress LSR

When a network failure occurs along the path of an RSVP-signaled LSP, traffic that is currently traversing the LSP will be
dropped. In the example, at the instant that the link between R3 and R4 fails, traffic that has already encapsulated in an MPLS
header by R1 and forwarded downstream will be dropped. Also, until R1 receives PathTear message for the LSP, R1 might
continue forwarding traffic using the LSP. That traffic will also be dropped. The time that it takes for traffic flow to be restored
depends on the time it takes R1 to be notified of the failure followed as well as resignal a new LSP that will bypass the failed
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link. There are several features, like fast reroute and link protection which are described later in this chapter, that can
significantly reduce down time.

Link Failure Between R3 and R4

= R3 determines that there is a link failure between R3
and R4

» Packets traversing the LSP begin dropping

* R3 sends a ResvTear upstream towards the ingress router
as notification of the failure

PATH
ERO= [R2, R3}

Edress LSR
Link Failure /
Site 1 VRS, I . —
& $-~__$ —————— %;X’% D=

Ingress LSR j

ResvTear

R5

The following sections illustrate a failure scenario using the default settings of an RSVP-signaled LSP. That is, no traffic
protection mechanism has been configured.

Transit packets begin to drop at the instant that the link between R3 and R4 fails. In response to the link failure, R3 will send a
ResvTear message upstream to R2. R2 will, in turn, send a ResvTear upstream to R1.
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R1 Receives PathTear

= R1 reacts to the reception of a ResvTear for the LSP
* Path and Resv state blocks for LSP are removed

e LSP route is removed from inet.3
* Inthe case of Layer 2 and Layer 3 VPNs, the associated BGP
routes become unreachable
e R1 attempts to build a new LSP by sending a path message
downstream

* Packets continue to drop
P&TH

ERO={R2, RS} Eoress LSR
Link Failure R4/

Ingress LSR ath \ /

When R1 receives the PathTear, it considers the LSP down and deletes the Path and Resv state block. The LSP is no longer a
valid next-hop for routes in inet.3 (or any other routing table) so the /32 route associate with the LSP in inet3 is removed. Also,
any BGP routes that had been using the LSP as a next-hop will need to have their next-hop recalculated. Now at this point, if the
LSP was only being used to forward standard IP traffic (non-VPN traffic) packet drops may stop and new packets could be
forwarded using next hops learned by using interior gateway protocol (IGP) routes in the inet.O table. However, in a virtual private
network (VPN) scenario as described in future chapters, a route in inet.3 must exist to forward traffic for a VPN between Site 1
and Site 2. Traffic between VPN sites might still continue to be dropped due to the lack of a valid route in the inet.3 table.

Along with the churn that occurs in the routing tables as described above, R1 will also attempt to reestablish the failed LSP by
sending a Path message downstream towards the egress router.

A New LSP Is Established

PATH
ERO= [R2, RS} Egdress LSR
Link Failure /
Site 1$_ RE ,$— Site 2
~@—— B
Ingress LSR ______ f
u
R5

Assuming the link between R3 and R4 remains in a failed state, it is possible in the example network for a new LSP to be
established using R5 as a path around the failed link. Once the LSP comes up, the LSP’s /32 route is added back into inet.3 and
becomes a valid and generally more preferred destination for BGP recursive next hop calculations for routes that were learned
from the egress router, R4. At this point, packets between VPN Site 1 and 2 are no longer dropped.
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Primary Physical Paths

Primary paths are optional. Only one primary path is permitted per LSP definition. The primary physical path can specify loose or
strict Explicit Route Object (ERO) values under the named path hierarchy. Within the primary physical path you can specify
parameters, like bandwidth or priority, that affect only the primary physical path. As a side note, the same parameters specified
at the label -switched-path hierarchy affect both the primary and secondary physical path.

Primary Paths Revert by Default

= Revertive capability

* Modified with retry-timer, retry-limit, and
revert-timer

* retry-timer:
* Time between attempts to bring up failed primary path
» Defaultis 30 seconds

*retry-limit;
« Number of failed attempts to bring up primary path
« Defaultis O (unlimited retries)
« If limit reached. human intervention required

* revert-timer:

* Minimumtime the primary must be up and stable before traffic is
revertedto it
» Defaultis 60 seconds

» [fsetto O the LSP does not revert
By default, an LSP fails over to its secondary path if its primary path fails. This failover occurs even if another physical path exists

that complies with the primary path’s constraints. The LSP still fails over to a secondary path (when such a path is defined)
before it attempts to resignal an alternate primary physical path.

The router tries to resignal the primary path according to the number of seconds specified by the retry-timer, and it
attempts to resignal the primary path LSP the number of times specified by the retry-1imit. The alternate primary physical
path must be up and stable for at least the number of seconds specified by the revert-timer before the LSP reverts back to
the primary path.

By default, the retry-timer is 30 seconds, the retry-limitis O (unlimited retries), and the revert-timer is 60
seconds. Setting the revert-timer to O means the LSP will not revert. If the revert-timer is set to O or the
retry-limitis exceeded, you must manually clear the LSP to restart signaling attempts and move traffic to the primary path.

You configure the retry-timer and retry-limit values for individual LSPs at the [edit protocols mpls
label-switched-path Isp-name] configuration hierarchy. You can specify the revert-timer for all LSPs at the
[edit protocols mpls] configuration hierarchy or for an individual LSP at the [edit protocols mpls
label-switched-path lsp-name] configuration hierarchy. When specified, the per-LSP value overrides the global value.

Secondary Physical Paths

Like primary paths, secondary paths are also optional. By default, a secondary path becomes active when a primary, or another
secondary, physical path fails. Secondary paths are signaled in the order they appear in the router configuration when multiple
secondary paths are defined.
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* Preestablishes and maintains secondary path
* Eliminates LSP signhaling delays when active path fails
* Additional state information must be maintained

You can specify the standby command for a secondary path. This command causes the router to signal the secondary path,
even though the secondary path is not currently needed, that is, the primary path has not yet failed. Note that standby
secondaries result in routers having to maintain additional state in the form of the pre-established standby LSPs. When the
standby option is specified at the label-switched-path 1sp-name hierarchy, the router maintains standby state for all
secondary paths. To place only selected secondaries into the standby state, specify the standby keyword at the secondary

name hierarchy, as shown here:

[edit]

user@ril# show protocols mpls label-switched-path green

to 192.168.24.1;

primary one {
bandwidth 35m;
priority 6 6;

}

secondary two {
standby;

}

Primary and Secondary Configuration

[edit protocols mpls]
user@Rl# show
lakbel-switched-path green
to 192.168.2.2;
| primary one {| e

bandwidth 35m;
priority 6 6;

Primary or secondary
designation is linked to a
named path

I
secondary two;
I
lpath one {| -—
172.22.220.2 strict;
I

|path Lwo {|
172.22.221.2
172.22.203.2
172.22.204.2

strict;
strict;
strict;

}

The Junos operating system does not require that a primary and secondary path share the same parameters. You can decide to
configure your primary paths with stringent resource requirements while your secondary paths are far more lax in their

demands. Such asymmetric settings helps to ensure that your secondary paths can be established during periods of diminished
resources. In the example on the graphic, primary path one requires 35 Mbps of bandwidth while secondary path two requires

only IP reachability.

© 2013 Juniper Networks, Inc. All rights reserved.
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Automatic Path Selection

= Default is automatic path selection
» [f up and stable, the primary path is active
* [f not, secondary paths are tried in the order in which they
appear in the configuration
= Override with select manual
or select unconditional path parameters
* The two parameters are mutually exclusive

* select unconditional:

» Higher precedencethan select manual

« Path is selected as active evenif it is down or degraded
* select manual.

« Pathis selected as active if up and stable

« Traffic reverts to this path basedon retry-timer.
retry-limit,and revert-timer

By default, the primary path is selected as the path to actively carry traffic. If the primary path is down or degraded (receiving
errors from downstream), the automatic path selection algorithm tries secondary paths in the order in which they appear in the
configuration. The first secondary path that is up and stable becomes the active path. Traffic reverts to a recently restored
primary path based on the parameters previously discussed.

Overriding Default Behavior

You can override the automatic selection of the active path by specifying either select unconditional or select
manual atthe [edit protocols mpls label-switched-path Isp-name primary primary-path-name] or
the [edit protocols mpls label-switched-path Isp-name secondary secondary-path-name]
configuration hierarchy. The two parameters are mutually exclusive, and only one path per LSP can specify each parameter. If
one path specifies select unconditional and another path specifies select manual, the path with select
unconditional takes precedence.

The select unconditional parameter forces the path to become active even if it is down or degraded. The select
manual parameter forces the path to become active as long as it is up and stable (and select unconditional is not
configured on another path). If the path with select manual is down or degraded, automatic path selection is used to
choose the active path. Upon restoration, traffic reverts to the path with the select manual parameter based on the settings
of retry-timer, retry-limit, and revert-timer.

Chapter 4-6 < Traffic Protection and LSP Optimization © 2013 Juniper Networks, Inc. All rights reserved.



JNCIS-SP Study Guide—Part 3
Check Your Knowledge

1. How do you configure an LSP that does not revert
back to a path that has failed?

2. What happens when four secondaries exist, and the
first one fails?

You might want to configure an alternate path through the network in case the active path fails but you do not want the traffic to
change its physical path through the network after it has failed over to the alternate path. By default, when a primary path fails,
traffic switches over to a secondary physical path, but this traffic reverts back to the primary physical path when it is again
deemed operational.

This behavior brings us to the first question on the graphic: How can you configure alternate LSP paths without chancing
reversion to a path that has previously failed?

The second question is designed to test your understanding of secondary paths and how they are handled in the face of failures.

Check Your Knowledge: Solutions

lakER1l# show protocols mpls
lakbel-switched-path green {
to 152.168.2.2;

revert—-timer 0O;

primary one;

secondary two;

}
rath one {

172.22.220.2 =strict;
!

rath two {
172.22.221.2 strict;

m Solution: Set revert-timer to O for the LSP

By default, Junos OS will revert back to a defined primary path. You can disable this default behavior by specifying a value of O
for the revert-timer. When specified at the LSP level, this value affects only a single LSP. When specified at the MPLS level,
the value affects all LSPs.

An alternative solution involves the definition of secondary paths only. In this case, Junos OS brings up the second configured
secondary LSP when the first secondary path fails. Later, if the first secondary path is capable of being used again, Junos OS
continues to use the existing secondary LSP and does not revert to the original secondary path.

The answer to the second question depends on whether or not select unconditional or select manual is configured.
If neither is configured and the primary path is absent or down, Junos OS attempts to establish an active path by signaling each
secondary LSP in the order in which it appears in the configuration. If the first secondary physical path fails or cannot be
established, the router attempts to signal the next secondary physical path, and so on. The select unconditional and
select manual parameters override this behavior.
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LSP Priorities and Preemption

= Existing LSPs can be torn down to make room for
higher-priority LSPs
e Setup priority of new LSP must be stronger than existing
LSP’'s hold priority for preemption to occur
« Priority values range from O (strongest)to 7 (weakest)
« Default priority settings prevent preemption (setup = 7 hold = O)
« LSP’s hold priority must be equal to or stronger than the setup
priority to prevent preemption loops
* High-priority LSPs are signaled first and receive optimal

paths
. . . [edit protocols mpls]
m Soft preemption is available vserérit show
label-switched-path s]-to-1lo {

to 192.168.28.1;
[soft-preemptiong
no-cspt;
lpriority 4 44

}

interface all;

RSVP-signaled LSPs support the notion of LSP setup and hold priorities. These priorities work together to determine the relative
priority of a new LSP that must be established versus the hold priority of existing LSPs. When insufficient resources exist to
accommodate all LSPs simultaneously, an LSP with a strong setup priority preempts—or causes the teardown—of an existing
LSP with a weaker hold priority. At software startup, LSPs are signaled in order from strongest to weakest setup priority; this
behavior ensures that high-priority LSPs are established first and are afforded optimal paths.

LSP setup and hold priorities range in value from O (the strongest) to 7 (the weakest). The default settings disable preemption by
assigning all LSPs the weakest setup priority (7) and the strongest hold priority (O). Note that you cannot commit a configuration
in which an LSP’s hold priority is less (weaker) than its setup priority because such a configuration can lead to preemption
churn. Before the sample LSP shown on the graphic can cause preemption, the default hold priority (O) must be set to a value of
5 or higher on existing LSPs. Modified LSP priority values are displayed in the output of a show mpls Isp extensive
command.

Using Soft Preemption

In normal operation, a preempted LSP is torn down before a new path is located. During this process, traffic associated with the
preempted LSP can be lost. To avoid traffic loss the Junos OS can specify soft preemption behavior on a per-LSP basis. When
configured, the ingress LSR sets the soft preemption desired flag in the record route object (RRO) sub-object of the path
message to signal the desire for soft preemption behavior in downstream nodes. This feature is backwards compatible in that
LSP establishment succeeds even if one or more nodes does not support this sub-object. To enable soft preemption, add the
soft-preemption keyword at the [edit protocols mpls label-switched-path lsp-name] hierarchy. The
output of a show rsvp session detail command displays whether soft preemption is requested for a given LSP.
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user@Rl> show mpls lsp extensive

Ingress LSP: Z sessions

192.168.2.2
From: 192.168.2.1, State: Up, ActiveRoute: 0, LSPname: green

I ActivePath: two (secondary)l

LEPtype: Static Configured

LoadBalance: Random

Encoding type: Packet, Switching tvpe: Packet, GPID: IPvd
Frimary one State: Dn
Priorities: A A

Bandwidth: 1000Mbps

SmartCptimizeTimer: 180

88 Sep 14 20:36:39.273 Requested bandwidth unavailable
87 Sep 14 20:34:39.185 Dezelected as actiwve

IBE Sep 14 20:36:39.183 Session preenpted I
84 Sep 14 20:36:39.183 172.22.220.1: Down

83 Bep 14 20:32:18.%68 Record ERoute:
172.22.204.2 172.22.223.1

82 Sep 14 20:32:18.%68 Up
81 Sep 14 20:32:18.854 oOriginate Call

Computed ERC (8 [L] denotes strict [locse] hopsi: (CSPF metric: 5)
172.22.220.2 8 1YV2.22.202.2 8 172.22.203.2 8 172.22.204.2 8 172.22.223.1 =

172.22.220.2 172.22.202.2 172.22.203.2

The graphic shows that at 20:36:39, the green LSP’s primary path, path one, was preempted and the secondary path, path
two, became active. This scenario uses equal setup and hold values for each LSP, with the priority values set to 6 for the green
LSP. In this example, another LSP with a higher priority O O has caused the preemption of the green LSP’s primary path, path
one, which in turn results in the establishment of a secondary path, path two. The green LSP’s secondary path is configured
with a lower bandwidth requirement to allow it to establish in the event the primary path is preempted. There is no reference to
the LSP with O O priority in the screen captures because this is a priori knowledge. The truncated capture below continues the
output shown on the graphic. The output confirms that the secondary path, path two, became active at the same time the

primary path was preempted:
*Secondary two
Priorities: 7 0
SmartOptimizeTimer: 180

State: Up

Computed ERO (S [L] denotes strict [loose] hops): (CSPF metric: 4)

172.22.221.2 S 172.22.203.2 S 172.22.204.2 S 172.22.223.1 S

Received RRO (ProtectionFlag 1=Available 2=InUse 4=B/W 8=Node 10=SoftPreempt

20=Node-1D):
172.22.221.2 172.22.203.2 172.22.204.2 172.22.223.1
83 Sep 14 20:36:39.286 Selected as active path
82 Sep 14 20:36:39.284 Record Route:
81 Sep 14 20:36:39.284 Up

172.22.221.2 172.22.203.2 172.22.223.1
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Test Understanding
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label-switched-path Red {
to 152.163.24.1;
priority & 6;
bandwidth 10M;
¥

= Given that all links with existing LSPs have less than 10 M
available, which LSPs can be preempted by LSP Red?

You can assume in this example that all links with existing LSPs have less than 10 M available. Therefore, the only way to
establish LSP Red is for it to preempt one of the existing LSPs. Can you determine which LSP will be preempted by LSP Red?

The setup priority for Red is 6 (the first number). The hold priority (the second number) for LSPs Green and Purple are both
less than 6, which gives these LSPs a stronger hold priority that will prevent their preemption. In contrast, LSP Blue has a hold
a priority of 7, which is weaker that LSP Red'’s setup priority. Thus, LSP Red can only preempt LSP Blue. Note the IS-IS metric
has no effect on LSP preemption.

Question: What if LSP Red had priority [3 7]?

Answer: This is a trick question because such a priority setting is not allowed. Recall that an LSP cannot have a setup priority
that is stronger than its hold setting.

Ask Yourself These Questions

* |s there a way to get quicker failover in the event of primary
LSP failure?

* How can | reduce packet loss when | lose my primary LSP?

Fast reroute is a feature that can dramatically reduce packet loss in the event of a primary path failure. If you ever find yourself
asking the types of questions posed on the graphic, the answer you seek might very well be fast reroute!

When you define a secondary physical path in the standby state, the router presignals an alternate physical path for the LSP.
However, traffic transiting the network is still lost while the network forwards information about failed links (and the failed
primary path) to the ingress router. When the ingress router learns that a link is down, it begins using the alternate path
immediately, but during this time traffic that is in transit or still being presented to the primary path is lost. Fast reroute provides
a way for intermediate LSRs to immediately start forwarding traffic over an alternate route while simultaneously alerting the
ingress LSR to the presence of downstream link or node failures.
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Fast Reroute Reduces Packet Loss

* Implements the one-to-one backup method defined in
RFC 4090

* When node or link fails, upstream node:
* Immediately detours

» Signals failure to ingress LSR

You configure fast reroute to minimize the effects of a LSP failure. Fast reroute enables a router upstream of the failure to
quickly route around the failure while the primary path is torn down and resignaled. The router that detects the primary path
failure signals the outage to the ingress router. Fast reroute serves as an interim connectivity mechanism during the
establishment of a new primary path. Once the new primary path is signaled, the fast reroute detours associated with the
original paths are torn down; fast reroute is a short-term solution.

When fast reroute is enabled, the ingress router adds an object to the RSVP Path messages requesting that downstream routers
establish reroute detours. These downstream routers then originate detour Path messages to detour the LSP around that LSRs
downstream link and node.

When an active physical path fails and a detour is available, the upstream router sends a PathErr message to the ingress router.
This message triggers new CSPF computations and a switchover to an alternate path if available. If a fast reroute detour is not
available, the downstream node sends a ResvTear message and begins withdrawing the MPLS labels, which brings down the
LSP. A fast reroute path might stay up indefinitely if an alternative primary path is not found.

Only Ingress Knows All Traffic Engineering Constraints

e [ngress router computes alternate route based on
configured secondary paths; tries to reestablish primary

* |[nitiates long-term reroute solution

* By default, reroute detours inherit administrative groups
only—detours do not honor bandwidth, EROs, and so on

By default, the fast reroute path only inherits the administrative group settings from the original LSP. It is therefore possible for a
fast reroute detour to have substantially less bandwidth than was specified in the original LSP. As soon as the ingress node
resignals the LSP, the fast reroute path is torn down. Note that the newly signaled LSP will have the correct traffic parameters,
including bandwidth constraints. This behavior tends to classify fast reroute detours as temporary. You can configure the
following fast reroute parameters if wanted: bandwidth, hop limit, include, and exclude administrative groups. You can also
disable the inheritance of include and exclude administrative groups (because fast reroute detours inherit administrative groups
by default).
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General Characteristics

» Configured on ingress router only
e Detours around node or link failure

+ <~100s of ms reroute time after failure detected
e Detour paths immediately available

e Uses TED to calculate detours
* Doesnot require a CSPF LSP on ingress node

By default, the router uses the traffic engineering database (TED) to calculate a detour path. These detours can add up to an
additional six hops to the LSP path in an attempt to bypass the downstream node. Use the hop-count parameter to change
the default number of hops the router will support when calculating a detour.

When a router with a fast reroute detour available recognizes a link or node failure, it immediately begins to detour the traffic.
The Packet Forwarding Engine (PFE) maintains precomputed fast reroute detours to provide convergence times that, in some
cases, rival SONET Automatic Protection Switching (APS)!

Each downstream node originates its own detour path messages. It is possible that a given node will not be able to establish a
detour path. The result is that some portions of the LSP might have fast reroute protection while other portions do not. An LSP
will never be torn down just because fast reroute detours cannot be established.

You configure fast reroute at the label-switched-path Isp-name hierarchy, which causes all primary and secondary
physical paths to signal fast reroute.

LSP from San Francisco to New York

= | SP from San Francisco to New York through LA,
Austin, and Miami

= Fnable fast reroute on ingress
e | A creates detourto NY

e Austin creates detour to NY

e Miami creates detour to NY

Seattle

Multiple reroute paths merge |

Fargo

‘“‘-——-.,_____.H New York

l Primary path
San J
Francisco |
Los Angeles Miami

Austin

In this fast reroute example we begin with San Francisco acting as the ingress node for a LSP that terminates at New York. The
routing of this LSP is via Los Angeles, Austin, and Miami, as shown in the graphic.
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Enable Fast Reroute on Ingress

The configuration of the to-NY LSP is shown here. Note that the Fast-reroute keyword is present in this example. As a
result, San Francisco determines the next downstream node is Los Angeles, with a follow-on node of Austin. Node San Francisco
therefore calculates and signals a fast reroute path around Los Angeles to New York. Los Angeles likewise calculates and sighals
a path around Austin to New York. Austin calculates and signals a route around Miami to New York. If any link or node fails, the
fast reroute path recognizes the failed LSP quickly and immediately begins sending traffic on the fast reroute path.

mpls {

label-switched-path to-NY {
to 192.168.2.2;
primary use-austin;
secondary use-seattle;
fast-reroute;

}

path use-austin {
192.168.1.2 loose;

}

path use-seattle {
192.168.8.1 loose;
}

}

Los Angeles Detects Failure

= | os Angeles to Austin link fails
* Los Angeles immediately detours around Austin

* Los Angeles sighals back to San Francisco that failure
occurred (PathErr)

In the example in the graphic, the link between Los Angeles and Austin failed. Los Angeles recognizes the failure (possibly within
milliseconds), and immediately begins to forward the traffic along the fast reroute path to node Phoenix. It also sends a PathErr
message to San Francisco so that San Francisco can resignal the LSP.
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The Final Solution

= San Francisco begins using secondary path through
Seattle

Secondary path
Seattle ;

New York

San
Francisco
Los Angeles : '
g ﬁ.\x Miami
Primary path with FRR detour Austin

Once notified of the primary path failure, node San Francisco signals the secondary path through Seattle to New York. Traffic is
then switched from the primary path, which is still using a fast reroute detour, and the remnants of the primary path are torn
down. At this point, node San Francisco tries to resignal a new primary path.

Configure Fast Reroute

=" Add the fast-reroute keyword to LSP definition
» Applies to all primary and secondary paths

[edit protocols mpls]

user@Rl# show

lakel-switched-path test |
to 152.168.2.2;

fast-reroute;

rath top {
172.22.220.2 strict;
1
rath bottom {
172.22.221.2 strict;

rrimary top {
bandwidth 1m;

}

secondary bottom {

standlyy;

You configure fast reroute by including the Fast-reroute keyword at the label-switched-path Isp-name hierarchy.
This setting applies to all defined primary and secondary paths.

By default, fast reroute has a limit of six hops out of the way to get to the next downstream path. You can configure a larger or
smaller number with the hop-count parameter.
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Monitor Fast Reroute: Ingress

user@Rl> show mpls lsp extensive
[Engress LsP:| 1 sessions

152.168.2.2

From: 1%2.168.2.1, State: Up, ActiveRoute: 0, LSPname: test
~otivePath: top (primary)

FastReroute desired

LsPtype: Static Configured
LoadBalance: Random

Encoding type: Packet, Switching type: Packet, GPID: IPvd

*Primary top state: Up
Priorities: 7 O
Bandwidth: 1000kbps
SmartOptimizeTimer: 180
Computed ERC (S [L] denotes strict [loose] hops): (CSPF metric: 4)

172.22.220.2 8 172.22.201.2 5 172.22.206.2 5 172.22.222.1 8

Feceived RRO (ProtectionFlag l=Available 2=InUse 4=B/W 8=Node ..):

172.22.220.2(f1lag=%) 172.22.201.2(flag=2) 172.22.206.2(flag=1) 172.22.222.1
[59 sep 14 21:03:46.478 Fast-reroute Detour Up |

The output from the show mpls Isp extensive command indicates that fast reroute was requested. You can also see an
indication that the fast reroute path is up—along with a timestamp—within the active path’s history.
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Confirm Fast Reroute—Transit LSR

user@Pl> show mpls 1lsp extensive

Tranzit LsP: 4 szeszions, 1 detours
152.168.2.2
From: 19%2.168.2.1,

LSPname: test, LSPpath: Primary

suggested label received: -,

Explct route:

LSPstate: Up, ActiveRoute:

suggested label zent: -

172.22.201.2 172.22.206.2 172.22.222.1

Record route:

Detour is Up

Detour adspec:
Path MTU: received 1500
Detour PATH sentto: 172.22.202.2
Detour RESYV rcovirom: 172.22.202.2

Detour Explct route:

172.22.220.1 «<gelf> 172.22.201.2 172.22.206.2 172.22.222.1

Detour Tspec: rate Obps size Obps peak Infbps m 20 M 1500

received MTU 1500 sent MTU 1500

{ge-1/0/,4.202;
(ge-1/0/4.202)
172.22.202.2 172.22.203.2 172.22.204.2 172.22.223.1

17 pkts
14 pkts

A previous graphic already showed that fast reroute is enabled for the LSP and that the detour is available at the ingress node.
The output on this graphic shows the transit section from show mpls Isp extensive for a downstream router that was

able to compute a fast reroute detour.

This output shows that a detour branch, used to skip a downstream neighbor is active.

Only Active LSP’s Next Hop Is in the Forwarding Table

user(@Rl> show route forwarding-table
Routing table: default.inet

Internet:

Destination Type RtRef Next hop
default perm 0
0.0.0.0/32 perm 0
192.168.2.0/24 user 0

Type Index WhRef Netif

rjct 36 1
dscd 34 1
indr 1048575 Z

I 172.22.220.2 ©Push 3008le

624 1 ge-1/0/0.220

Even though there is an active fast reroute detour available for an LSP, a router will not install the detour LSP’s next hop in the
forwarding table until there is a failure, by default. The output in the graphic shows the single next hop in the forwarding table.
When a link failure occurs on ge-1/0/0.220 (on the path of the active and protected LSP) it will take some small time for the

routing engine to install the detour next hop in the PFE’s forwarding table.
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Minimize Packet Drops

= To minimize downtime (packet drops) apply a load balancing
policy to the forwarding table to place the detour next hop in

the forwarding table prior to the occurrence of a failure

[edit]
user@Rl# show policy-options
policy-statement load-balance {
term 10
then {
load-balance per-packet;

[edit]
user(@R1l# show routing-options forwarding-table
export load-balance;

user{@Rl> show route forwarding-table
Routing table: default.inet

Internet:

Destination Type RtRef Next hop Type Index WhRef Netif
default perm 0 rjct 36 1
192.168.2.0/24 user ] indr 1048575 2

172.22.220.2 Push 3008le 24 1 ge-1/0/0.220
172.22.221.2 Push 300240 25 1 ge-1/0/1.221

To override the default behavior of the forwarding table, you can configure a load balancing policy to the forwarding table which
will place the fast reroute detour next hop in the PFE’s forwarding table prior the occurrence of a failure on the active and
protected LSP. The output in the graphic shows that after applying the load balancing policy to the forwarding table, two next
hops are available for use by the router’s PFE.
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Protects Interfaces

* Implements the facility backup method defined in RFC 4090
* LSPs must be flagged to make use of a bypass LSP

* Bypass LSP established around protected interface to
adjacent node
* Uses CSPF to calculate bypass LSP

« CanaddERO to influence CSPF routing of bypass LSP

Egress LSR
Protected

Rl
: Rz Interface
Site 1 [ - :_:;: 4 _____ _$ Site 2

Ingress LSR /

Primary LsP _———p

Bypass ISP ceeeeeeee. > :
{Link Protection e;RE)

Link protection is the Junos OS nomenclature for the facility backup feature defined in RFC 4090. The link protection feature is
interface based, rather than LSP based. The graphic shows how the R2 node is protecting its interface and link to R3 through a
bypass LSP that is calculated using CSPF and the node’s TED.

While fast reroute attempts to protect the entire path of a given LSP, you can apply link protection on a per-interface basis as
needed. LSPs must be tagged for them to make use of a bypass LSP, and you can provide an ERO list to influence the
CSPF-based routing of the bypass LSP. Note that a bypass LSP must terminate on the adjacent downstream node, but the
bypass LSP can transit other nodes as shown on the graphic.
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Node Protection

" Protects against failure of downstream node
* Uses similar mechanisms to link protection
* Relies on RSVP hello timers to determine node failure
* | SPs must be flagged to make use of a bypass LSP
* One bypass LSP established around downstream node

Protected Eerass Lok
R1 o Ili’rotefcted Node =1
nterface
Site 1 $_$:__:: $ L _25;___ —% Site 2
Ingress LSR j
\\ . .

Primary LSP - N /

Bypass LSP —_— i ;%

{Node Protection)

Node protection is the Junos OS nomenclature for the facility backup feature defined in RFC 4090. Node protection uses the
same messaging as link protection. The graphic shows that R2 is protecting against the complete failure of R3 through a bypass
LSP that is calculated using CSPF.

LSPs must be tagged for node-link protection to make use of the bypass LSPs, and you can provide an ERO list to influence the
CSPF-based routing of the bypass LSP.

Single Bypass LSPs Are Automatically Created for Protection

* You may also specify a number of bypass LSPs are
automatically created (using max-bypasses statement)

e You may also manually configure individual bypass LSPs

* The router will use the following algorithm to determine
which bypass LSP to use for a new protected LSP

« Use any currently active bypass LSP that satisfies bandwidth. link
protection. and node-link protection of original LSP will be used

« If no active bypass LSP is available then scan through manual
bypass LSPs in order of configuration for a bypass LSP that can
satisfy requirements

« Automatically create a new bypass LSP (if max-bypasses > 0)

When an LSP is configured for link protection it will sighal to downstream routers that it requires that protection in the Path
message. If the LSP will traverse a downstream link that is also configured for link-protection (under [edit protocols
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rsvp interface interface-name])the attached upstream router to the protected link will automatically create a
bypass LSP. You can also specify that the router can automatically create more than one bypass LSP. Finally, you can also
manually configure a number of bypass LSPs. The graphic shows the algorithm that is used to determine which bypass LSP will
be used to protect a new LSP that is signaling that link protection is necessary.

Configuring Bypass LSP
Bypass LSP Options Minimal Configuration
Allows for RSWP o accept requests for
[edit protocols rsvp interface interface-namg] linkand node protection for an
link-protection { interface

exclude group-names; )
. [edit protocols rsvp]
include-zll group-—names;

include-any group-hames: user@pl# show

bandwidth bps; interface all;

bypass bypass-name { interface ge-1/0/4.201 {
bandwidth bps: Manual link-protection;
path address <striet | loose>; Bypass 1
to address; L)

i

max-bypasses numbel; s —————— Automatic BypassSPs

path address <strict | loose>; (Default= 1)

}

Bypass LSPs are configured at the [edit protocols rsvp interface interface-name] level of the hierarchy. You
can specify manual bypass LSP to be used for protection by specifying a bypass LSP by name along with its associate
parameters. Also, to give the router the ability to automatically create more the one bypass LSP (the default value) simply use
the max-bypasses statement using a value greater than 1.

The graphic also shows the minimum configuration for a router to support both link or node-link protection on a particular
interface.
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Link Protection Configuration

= Link protection configuration

» Configure each protected interface under the
[edit protocol rsvp] hierarchy

* Tag LSPs allowed to use bypass LSP

[edit protocols rsvp] [edit protocols mpls]
userfpl# show userlsf# show
interface ge-0/0/0.0; label-switched-path to-NY {
interface ge-0/0/1.0; to 192.168.2.2;
interface ge-0/0/3.0; Ilink—protection; +——0rnode-link-protection
interface ge-1/0/4.201 { primary use-austing
link-protection; 1
} rath use-austin {

182.168.1.2 loo=e;
}

interface all;

You configure the interfaces to be protected under the [edit protocols rsvp] hierarchy as shown on the left of the
graphic. This configuration allows for but does not cause a bypass LSP to be signaled. Instead, it is a request in the form of a
Path message for an LSP requesting protection that causes a bypass LSP to be create. A bypass LSP will only then be created if
the node (p1, in this case) has the TED entries that are needed to compute the bypass LSP’s route.

Note that the mere presence of a bypass LSP does not, in itself, provide protection to the LSPs that might happen to egress the
protected interface. You must add the I ink-protection keyword to the ingress node’s LSP definitions for all LSPs that are
expected to benefit from the existence of bypass LSPs.
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Monitoring Link and Node Protection

userlBPl> show rsvp interface extensive

R3VP interface:

& active

ge-1/0/4.201 Index 1o0, State Ena/Up

WoAuthentication, NoRggregate, NoReliable,
HelloInterval 9({second)

Address 172.22.201.1
ActiveResv 2, PreemptionCnt 0, Update threshold 10%
Subscription 100%,

LinkProtection

3 Sep
2 Sep
1 sep
Bypass:

Protection:

on,
14 22:37:28
14 22:35:11
14 22:30:43

Bypass->172.

Bypass:

1, Lsp: 1, Protected LsSP: 1, Unprotected LSE: O
Delete bypass Bypass->172.22.201.2, inactivity timeout
New bypass Bypass->»>172.22.201.2->172.22.206.2

New bypass Bypass->172.22.201.2

22.201.2->172.22.206.2, State: Up, Type: WP, LSP: 1, .

3 sep 14 22:35:12 Record Route: 172.22.202.2 172.22.203.2 172.22.204.2 .
2 Sep 14 22:35:12 Up
1 sep 14 22:35:12 CSPF: computation result accepted

The graphic shows how the output of a show rsvp interface extensive command indicates the presence of a bypass
LSP at the transit node. Note that link protection is an RSVP feature, and as a result, the resulting bypass LSPs are not listed in
the output of show mpls Isp commands.

LSP Rerouting

= Optimization allows LSP rerouting through CSPF
recomputations

* When disabled, the LSP's path is fixed until a topology
change (or manual clearing) forces a recomputation of the
path

= Optimization is disabled by default
* Enable with:

[edit protoccls mpls label-switched-path Isp-name]
userldpl# set optimize-timer seconds (0...65535)

* Optimization can also be manually initiated

Once an LSP is established, changes in topology or available resources might result in the existing path becoming suboptimal. A
subsequent CSPF recomputation might result in the determination that a better path is now available. When optimization is
enabled, LSPs can be rerouted as a result of periodic CSPF recomputations. Without optimization the LSP has a fixed path and
cannot take advantage of newly available network resources, at least until the next topology change or operator induced
clearing breaks the LSP and forces recomputation of a new path. Note that optimization is not related to failover; a new path is
always computed when topology failures occur that disrupt an established path.
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Enable Optimization

Because of the potential system overhead involved, you should carefully consider the frequency at which routers perform
optimization runs. By default, the optimize-timer is set to O (that is, it is disabled). LSP optimization is only meaningful for
CSPF LSPs. Due to statistical characteristics that arise in large topologies, a network can effectively synchronize and end up
trying to recalculate all LSPs at the same time when all reoptimization timers are set the same. To prevent this behavior, the LSP
reoptimization timer is modified to include a randomization factor when recalculating LSPs. The randomization factor is fixed
and cannot be modified.

Note that you can manually trigger optimization with the operational mode clear mpls Isp optimize command.

Optimization Rules

CSPF metric is not higher (metric is <=)
If CSPF metric is equal, path must have fewer hops
New path does not cause preemption

Does not worsen congestion overall—compare available
bandwidth on each link from new and old paths, starting
with most congested links first

5. Reduces congestion by 10% (implies previous rule)

« Compares aggregate available bandwidth of new and old path (for
least fill only)

* [ntentionally conservative rules: Use with care

* Optimize aggressive (optional): Limits reoptimization to IGP
metric only; tends to reroute more often

B e

By default, an LSP can only have its path optimized when all of the following criteria are met. These rules are intentionally
conservative as stability is better than being optimal in many cases:

1. The new path is not higher in CSPF metric. (The metric for the old path is updated during computation, so if a
recent link metric changed somewhere along the old path, it is accounted for.)

2. If the new path has the same CSPF metric, it must not have more hops.

3. The new path does not cause preemption. (This is to reduce the ripple effect of one preemption causing yet more
preemption.)

4. The new path does not worsen congestion overall. This is determined by comparing the percentage of available
bandwidth on each link traversed by the new and old paths, starting from the most congested links.

When all the above conditions are met, then if the new path has a lower CSPF metric, it is accepted. If the new path has an
equal CSPF metric and lower hop count, it is accepted. If you choose least fill as a load-balancing algorithm and if the new path
reduces congestion by at least 10 percent aggregated over all links it traversed, it is accepted. For random or most-fill
algorithms, this rule does not apply. Otherwise, the new path is rejected.

Here is a sample calculation to help explain how links are compared. You compare the percentage of available bandwidth on
each link traversed by the new and old paths, starting from the most congested links. Assume that Path 1 (active) has four hops
with availability: hop 1: 10%; hop 2: 15%; hop 3: 25%; hop 4:15%. The new candidate path has a lower IGP metric, will not cause
preemption, and is three hops away with availability as follows if the new LSP was implemented, and the old LSP removed:

hop 1: 10%; hop 2: 50%; hop 3: 15%. The active path will be sorted as 10, 15, 15, 25. The candidate path will be sorted as 10,
15, 50, 100. The two paths will be compared, on an item by item basis. 100>25, 50>15, 15=15 10=10. The candidate path
does not worsen congestion. Every single link in the candidate path must have available bandwidth >= those in the active. For
example, all four candidate links were >= available bandwidth of the original path (do not forget that a pseudo

100 availability was used for the final link).
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What if only three out of four links had better availability? In this case, the congestion is considered worsened so the
reoptimization is not accepted.

To force the reoptimization to be based upon IGP metric only, enable the optimize-aggressive keyword. This setting
negates the tests outlined in Steps 2, 3, and 4 on the previous page. You can manually trigger aggressive optimization with a
clear mpls optimize-aggressive command. The LSP must still comply with the original CSPF constraints when
optimized aggressively, but no attention is paid to available bandwidth ratios, as explained in the sample calculation above, so
you will tend to see more LSP rerouting when operating in aggressive mode.

Adaptive Provides Make Before Break

= Adaptive mode provides make-before-break capability

e Establish new path (same session ID, different sender
template) with SE-style reservation

* Transfer traffic to new path
e Tear down old path
e Primarily useful when rerouting an LSP

* Avoids double-counting resources on shared links

« When configured as a primary/secondary path option,
adaptive does not prevent double bandwidth counting
for that primary/secondary pair

« When configured at the LSP level. adaptive prevents double
counting of resources for that primary/secondary pair

= Configuration example: LSP level application

[edit protocols mpls label-switched-path Isp-name]
userdhost# set adaptive

You can configure an LSP to use a shared explicit (SE) style reservation by setting it to be adaptive. While any LSP can be
established with an SE-style reservation, this capability is most useful when attempting to reroute an LSP. When an LSP is
adaptive, it holds onto existing resources until the new path is successfully established and traffic is cut over to the new path. To
retain its resources, an adaptive LSP does the following: 1) Maintains existing paths and allocated bandwidths (which ensures
that the existing path is not torn down prematurely and allows the current traffic to continue flowing while the new path is being
set up), and 2) Avoids double-counting for links that share the new and old paths. Double-counting occurs when an intermediate
router does not recognize that the new and old paths belong to the same LSP and counts them as two separate LSPs, requiring
separate bandwidth allocations. If some links are close to saturation, double-counting might cause the setup of the new path to
fail. By default, adaptive behavior is disabled.

Configuration

To define an adaptive LSP, include the adaptive statement when defining the LSP, as shown on the graphic. When adaptive
is specified at the label-switched-path lsp-name hierarchy and sufficient resources exist to establish both LSPs, the
primary and all secondary paths share the same bandwidth reservation (the higher of all bandwidths defined). When
adaptive isincluded at the primary or secondary hierarchy level, the SE-style reservation behavior is enabled only for the
path (primary or secondary) that is so configured. When specified at the primary and secondary level, the corresponding primary
and secondary paths are considered as separate adaptive settings, and therefore, their resources are double-counted.
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FF Reservation Style: (default)

« Each session/senderhas its own identity

« Each session has its own bandwidth
reservation

B
Shared
Link
Ingress A c — Egless
LSR N
B \ /
’
s
rd
Session 1
SeSgion 20 e - ——

SE Reservation Style: (adaptive)

* Each session/sender has its own identity

* Sessions share a single bandwidth
reservation

Fixed filter (FF): The FF-style reservation is commonly used for applications where traffic from each sender is likely to be
concurrent and independent. Each of the individual senders is identified by an IP address and an internal identification
number—an LSP ID.

When used with MPLS, the FF style allows the establishment of multiple, parallel, unicast, point-to-point LSPs to support load
balancing. If the LSPs share a common link, the total amount of reserved bandwidth for the shared link is the sum of the
reservations for the individual senders. By default, Junos OS uses the FF style.

Shared Explicit (SE): SE reservations share the bandwidth of the largest request across any shared links. The SE-style
reservation is critical for supporting the ability to reroute an LSP with the make-before-break capability because on shared links,
if reservations are counted twice, the router’s admission control function could reject the new LSP due to a lack of resources.
The SE reservation style permits the old and new LSPs to share resources over shared links. You can configure SE-style
reservations with the adaptive keyword under the LSP or primary/secondary path configuration hierarchy.

It is extremely important that the flow of subscriber traffic is not disrupted when an LSP is rerouted. A smooth transition requires
support for a concept called make before break—the new LSP tunnel must be established and the traffic transferred to it before
the old LSP tunnel is torn down. One of the benefits of RSVP signaling is that the legacy SE reservation style provides an elegant
solution to this challenging problem.

Establishing the Initial LSP Tunnel: In the initial Path message, the ingress LSR:

1. Forms a LSP_TUNNEL_IPv4 SESSION object that uniquely identifies the LSP tunnel. The LSP_TUNNEL_IPv4
SESSION object contains: a) IP version 4 (IPv4) address of the egress node for the LSP tunnel, b) Tunnel_ID that
remains constant for the life of the LSP tunnel between the ingress and egress LSRs, and c) the
Extended_Tunnel_ID that identifies the ingress node of the tunnel (that is, the ingress router's IPv4 address).

2. Sets the ingress node might reroute bit of the SESSION_ATTRIBUTE object to request that the egress LSR use the
SE reservation style.

3. Forms a SENDER_TEMPLATE object that contains: a) The IPv4 address of the sender (ingress) node, and b) an
LSP_ID that can be changed in the future to allow the ingress LSR to appear as a different sender so it can share
resources with itself if the LSP needs to be rerouted (see the LSP_ID field of the LSP_TUNNEL_IPv4 C-type
extension for the SENDER_TEMPLATE and FILTER_SPEC objects).

4. Upon receipt of the Path message, the egress LSR sends a Resv message with a SE reservation style toward the
ingress node. When the ingress LSR receives the Resv message, the initial LSP tunnel is established with an SE
reservation style.
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Establishing the Rerouted LSP Tunnel: When the ingress LSR wants to increase the bandwidth or change the path for an existing
LSP, it transmits a new Path message. During the reroute operation, the ingress LSR must appear as two different senders to
the RSVP session. This is achieved by including a new LSP_ID in the SENDER_TEMPLATE and the FILTER_SPEC objects. In the
new Path message, the ingress LSR:

1. Creates an EXPLICIT_ROUTE (ERO) object for the new LSP tunnel.
2. Uses the existing LSP_TUNNEL_IPv4 SESSION object to identify the LSP that will be rerouted.

3. Picks a new LSP_ID and creates a new SENDER_TEMPLATE. By selecting a new LSP_ID for the SENDER_TEMPLATE,
the ingress LSR appears as a different sender to the RSVP session.

4, The ingress LSR transmits the new Path message toward the egress LSR. (However, the ingress LSR continues to
use the old LSP tunnel to forward traffic and continues to refresh the original Path message.)

5. The egress LSR responds to the receipt of the new Path message with a Resv message that contains a number of
RSVP objects, including: a) A LABEL object to support the upstream on demand label distribution process, and b)
an SE reservation style object.

On links not shared by the old and new LSP tunnels, the new Path/Resv message pair is treated as a new conventional LSP
setup. However, on links that are traversed by both the old and the new LSP tunnels, the LSP_TUNNEL_IPv4 SESSION object and
SE reservation style allow the new LSP tunnel to be established so that it shares resources with the old LSP tunnel. This
eliminates the double counting problem on shared links. After the ingress LSR receives the Resv message for the new LSP, it
can begin using the new LSP tunnel to forward traffic. The ingress LSR should send a PathTear message for the old LSP tunnel
to remove its state from intermediate LSRs.

Check Your Knowledge: Adaptive

= Will the secondary physical path Green be in an up
state or a down state?

Hongkong | =

S
00 192168161 ;--.,,_‘:' - Primary Physical Path _ ..iri'" l:ﬂ\msterdam
200/ = - -0/ I00; 192,168,241
163 fe_QQO-.._ - o __ _.J;a_-g'j_ .
165 Sanlose $0-2/0/0 s0-3/1/0 hMontreal .

Io0: 162.168.0.1) 1.2 11 |0 10216821)°"°

Secondary Physical Path

[edit protocols mpls]

lak@HongKong# show label-switched-path to-AaM

to 1592.168.2Z4.1;

bandwidth 85m;

no-cspt;

primary Blue {
adaptive;

t

secondary Green |
standby;
adaptive;

}

In the example on the graphic, the secondary physical path Green will be in a down state. Although the adaptive keyword
indicates resources should not be double-counted, this behavior only applies to LSPs that are considered to belong to a
common session.

Because the adaptive keyword was specified at both the primary and secondary levels, the result is two independent
sessions that both signal an SE-style reservation. The fact that the two sessions are seen as being independent means that,
despite the SE-style reservations, the bandwidth requirements for the primary and secondary paths will be double-counted.
In this specific topology shown on the graphic, this causes the secondary path to fail. Note that application of the adaptive
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keyword at the LSP level, as shown here, allows the establishment of both primary and secondary paths with a single session ID
that does not incur double bandwidth counting.

[edit protocols mpls]
user@HongKong# show label-switched-path to-AM
to 192.168.24.1;
bandwidth 85m;
no-cspf;
adaptive;
primary Blue;
secondary Green {
standby;
adaptive;

}

Review Questions

1. Describe the traffic protection behavior of an LSP
configured for a primary and secondary path

2. Describe the difference between fast reroute and
link protection

3. Describe the difference between normal and
aggressive LSP optimization

Answers to Review Questions
1.

When a primary is active and there is a failure along the path the ingress router will signal the secondary LSP to provide protection for

traffic while the primary is down.
2.
Fast reroute protects an entire LSP from failures along the path. Link protection provides protection for the failure of a single link.

3.

Aggressive optimization only takes IGP metric into consideration. Normal optimization also takes into consideration number of hops,

congestion, and preemption.
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Chapter 5: Miscellaneous MPLS Features

This Chapter Discusses:
. The purpose of several miscellaneous MPLS features; and

. The features that will meet given design requirements.

Default Routing Table Behavior

= By default only the /32 prefix associated with the LSP
endpoint is added to the inet. 3 routing table

e Add additional prefixesto inet. 3, by using the install
keyword when defining the LSP

* Include the active keyword to allow the route to be
installed in inet. O routing table

* Installingthe route in inet. 0 allows the IGP to use the LSP for
forwarding

By default only the /32 prefix associated with the egress point of the label-switched path (LSP) is installed in the inet.3 routing
table. You can add additional prefixes to the inet. 3 routing table by using the install <prefix> option under the LSP

you are configuring. You can also add this prefix to the inet .0 routing table by including the active tag. Adding the prefix to
inet.0 allows the LSP to be used by BGP as well as the interior gateway protocol (IGP). We will discuss these options in more

detail in the following section.
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Adding Prefixes Example

* EBGP peer interfaces included in OSPF as passive
* Trafficis traversing the network using the OSPF best path
1 1 [edit]
InStead Of USW]g the LSP user(@Rl# show protocols mpls
ASEER12 label-switched-path LSP-to-R4
R1 R3 |
st 1‘1\_2 1 AN 5 & AT to 192.168.1.4;
As05101 =N 100100728 W 17222201430 SNOPP | | Primary thru-R2:
192168111 LB 7 alo |
i 1% | path thru-r2 |
N = 192 .168.1.2 loose;
ho =l
S g interface all;
= ™V interface fxpl.0 {
& . ~ g disable;
RSVP LSP (L T3 14‘\'2 LEDN ;..
‘RQ’ | 1?2.22.201.12/3(%! 100110/24 | O o010
192168 11 2

We will be using the example to demonstrate a circumstance where you may need to utilize the install prefix option. In
the topology reflected on the graphic we are connecting site 1 with site 2. There is a LSP that has been signaled from R1 to R4
that must traverse R2 because of the loose Explicit Route Object (ERO) that has been configured. The external facing interfaces
on R1 and R4 have been included in the IGP as passive interfaces so that internal BGP (IBGP) could resolve the next hop for
EBGP routes learned from site 1 and site 2. The traffic that is sent from site 1 to site 2 is using the IGP best path and not the LSP
as expected.
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user@dRl> show route 192.168.11.2 extensive

inet .0: 36 destinations,
152.168.11.2/32 {1 entrv,

36 routes (36 act
1l announced)

Indirect next hops: 1

ive, 0 holddown, 0 hidden)

|Protocol next hop:

10.0.11.2 Metric: 5 |

Indirect next hop:

Next hop:

Indirect path forwarding next hops:
Next hop type:

gfdezZd0 1048574

1

Fouter

172.22.201.6 via ge-1/0/0.0

[10.0.11.0/24 originating RIB: inet.0 |

Metric: 5

= Route Review R

user@il> show route table inet.3

inet . 3:
+

1 destinations,
Active Route,

1 routes (1 actiwve,
- = Last Active, * Both

ltoz.168.1.4/22] *[RSVE/T/1]

Forwarding nexthops:

* Protocol next-hop is not the egress LSP |IP address
* Protocol next-hop is resolved using the inet .0 table

00:00:32, metric 4
> to 172.22.201.2 via ge-0/0/0.0,

Node path count: 1
1

72.22.201.6 via ge-1/0/0.0

0 holddown, 0 hidden)

label-switched-path LSP-to-R4

Start by looking at your EBGP routes to determine what the next hop is

. As displayed in the graphic, we do have an active route.

The protocol next hop for this route is 10.0.11.2 and you can tell that the next hop was resolved in the Inet .0 table. You can
also see that there is not an entry in the inet.3 routing table. This is because the LSP terminates at the loopback address of R4.

Because BGP will first try to resolve the next hop in the inet. 3 table,
through the LSP.

Configuring the Install Option

we need to add this prefix in order to route the traffic

= Configuration

* Add the next hop using the install prefix option under
the [edit protocols mpls label-switched-
path 1sp-name] hierarchy

e Prefixcan be a single host or an entire network

[edit protocols mpls lakel-switched-path L3P-to-R4]
user(@rl# show

to 192.168.1.4;

[install 10.0.11.2/32;|

The install option is configured under the [edit protocols mpls label-switched-path Isp-name] hierarchy.
By specifying the install prefix statement under the specific LSP, the Junos OS knows what LSP to associate the prefix
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with. With the instal l option you can indicate and single host with a /32 or you can include an entire network. These routes
will be installed into the Inet. 3 routing table. When BGP needs to resolve a next hop to the address you installed it will use this
route over and IGP route that may exist. The sample configuration on the graphic shows that the 10.0.11.2/32 prefix is now

installed in the Inet. 3 routing table. Remember from the previous graphic that 10.0.11.2/32 is the BGP protocol next hop for
our routes to site 2.

Verify the Route Changes

user@Rl> show route 192.168.11.2 extensive

inet.0: 36 destinations, 36 routes (26 active, 0 holddown, 0 hidden)
192.168.11.2/32 {1 entry, 1 announced)

Indirect next hops: 1
Protocol next hop: 10.0.11.2 Metric: 4
Indirect next hop: B8fda2d0 1048574
Indirect path forwarding next hops: 1
Next hop type: Router
Next hop: 172.22.201.2 wvia ge-0/0/0.0 welght Ozl
|1D.D.11.2 3Z Originating RIB: 1net.3
Metric: 4 Node path count: 1
Forwarding nexthops: 1
Nexthop: 172.22.201.2 wvia ge-0/0/0.0

user@Rl> show route table inet.3

inet.3: 2 destinations, 2 routes (2 active, 0 holddown, 0 hidden)

+ = Active Route, - = Last Actiwe, * = Both
[1o.0.11.2/32 | *[RSVE/T/1] 00:07:00, metric 4

= to 172.22.201.2 via ge-0/0/0.0, label-switched-path LSP-to-R4
192.1a8.1.4/32 *[R3VE/T/1] 00:07:00, metric 4

= to 172.22.201.2 via ge-0/0/0.0, label-switched-path LSP-to-R4

After making the appropriate configuration changes it is important to verify the results. As the graphic shows, the protocol next
hop for the BGP route to site 2 is being resolved in the inet. 3 routing table. The graphic also show the 10.0.11.2/32 route is
installed in the Inet. 3 routing table. The traffic from site 1 to site 2 is going to traverse the network using the LSP.

Default Routing Table Behavior

user@Rl> show route 10.0.11.2

inet .0: 36 destinations, 36 routes (36 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

n.o0.11.0/24 *[O3PF/10] 01:21:41, metric 5
> to 172.22.201.6 via ge-1/0/0.0

inet.3: 2 destinations, 2 routes (2 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, # = Both

10.0.11.2/32 *[RSVE/T/1] 00:02:42, metric 4
= to 172.22.201.2 via ge-0/0/0.0, label-switched-path L3P-to-R4

The inet. 3 routing table is where LDP and RSVP signaled routes are stored. By default only BGP pays attention to the entries
stored in inet.3 and only then when it is resolving a BGP next hop. The LSPs are hidden from the main IP routing table, which
allows non-BGP traffic to continue to use the IGP forwarding path. This behavior can be altered so that non-BGP traffic can also
use the LSP. The output on the graphic shows an active OSPF route used to route IGP traffic and a RSVP route used by BGP
traffic when the protocol next hop is the 10.0.11.2 prefix. We are going to discuss altering the default behavior next.
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Altering the Default Routing Behavior

= Altering default behavior

* Include the active option when using the install
prefixoption underthe [edit protocols mpls
label-switched-path Isp-name]hierarchy

[edit protocols mpls label-switched-path LSP-to-R4]
user@rl# show
to 192.168.1.4;

install 10.0.11.2/3z[active;

= Verifying changes

user@rRl> show route 10.0.11.2

37‘ destinations, 37 routes (37 actiwve, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

[1o.0.11.2/32] *[RIVE/T/1] 00:03:22, metric 4
= to 172 .22.210.2 wvia ge-1/0/0.210, label-switched-path LSP-to-R4

To allow prefixes you have installed in the inet. 3 routing table to be installed and usable by the IGP you need to include the
active tag when configuring the instal l prefix statement. The result is a route that is installed in the inet .0 table any
time the LSP is established, which means you can ping or trace the route. Use this option with care, because this type of prefix
is very similar to a static route. This is especially useful when you need to push all traffic (internal and external) destined for a
specific network through the LSP. In the graphic example we installed a specific /32 prefix and included the active option. Any
BGP traffic with a protocol next hop of 10.0.11.2 will use the LSP as well as any IGP traffic that is destined to the 10.0.11.2
address.

Verifying the Changes

You can verify this easily by looking at the route for the prefix you installed using the command show route prefix. You
should see that the route has been moved from the inet. 3 routing table into the inet.0 routing table.
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Traffic Engineering for BGP and IGP

= Traffic engineering bgp-igp
* LSP end points normally installed into inet. 3 table
« Usable only by BGP for next-hop resolution
* Provides traffic engineering for internal destinations

« Movesall inet. 3 prefixesinto inet.0
* |GP can now use all LSPs

* Configuredatthe [edit protocols mpls] hierarchy

[edit protocols mpls]
useriRl# set traffic-engineering ?
Possible completions:

bap BGP destinations only

bgp-igp BGP and IGP destinations

bgp-igp-both-ribs BGP and IGP destinations with routes in both routing tables
mpls-forwarding Use MPLS routes for forwarding, not routing

If traffic engineering for BGP and IGP is enabled, the router moves the routes from the inet.3 routing table into the main
routing table, inet.0. This move merges all routes together and at the same time empties the inet. 3 table. The number of
routes in inet. 0 will be exactly the same as before, but they will now have the potential to be reachable via LSPs as next hops.
The next hops for any given route can point to a physical interface, an LSP, or both if the metrics are equal. The bgp option
restores the default behavior, which installs the LSP endpoints into inet.3 only.

The bgp-igp-both-ribs option allows the routes to stay in inet.0 and inet.3. This option helps resolve hidden route
issues when running virtual private networks (VPNs), which is in keeping with normal VPN route resolution behavior that makes
use of the Tnet. 3 routing table. The LDP no-forwarding option maintains LDP routes in inet.3, even when bgp-igp is
configured. This option is discussed next.
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MPLS Forwarding

= Traffic engineering mpls—-forwarding

* Addresses issues with bgp-igp overshadowing IGP routes
for RSVP-sighaled and LDP-sighaled LSPs

e Configuredatthe [edit protocols mpls] hierarchy

» Keeps routes in inet.3 for VPN and normal BGP route
resolution

» Keeps IGP routes active (for policy export, etc.) while
allowing LSP forwarding next hops in inet .0

[edit protocols mpls]

userf@Rl# set traffic-engineering mpls-forwarding

Another option for traffic engineering is mpls-forwarding. The mpls-forwarding option is designed to overcome some
of the problems associated with the use of traffic-engineering bgp-igp. Specifically, the option is designed to prevent
the overshadowing of IGP routes in the inet.0 routing table when RSVP or LDP-signaled LSPs are copied from inet.3 into
inet.0 so that LSPs can be used when forwarding to internal destinations.

By keeping the IGP routes active, your export policies continue to operate as expected, even though forwarding might occur over

an LSP next hop. Unlike the bgp-igp option, mpls-Fforwarding maintains copies of the LSPs in the Inet. 3 routing table
where they can still be used for normal VPN or BGP next-hop resolution.

MPLS Forwarding: Operational Results

[edit protocols mpls]
uzer@R1l# run show route 192.168.1.4

inet.0: 37 destination=s, 38 routes (37 active, 0 holddown, 0 hidden)
|@ Routing Use Only, # = Forwarding Use Onlyl
+ Acotive Route, - = Last Active, * = Both

192.168.1.4/32 @[OSPF/10]| 00:00: 58, metric 4
> to 172.22.201.6 via ge-1/0/0.0

#[RsvVE/7/1]) 00:00:53, metric 4

> to 172.22.201.2 wia ge-0/0/0.0, label-switched-path LSP-to-R4

inet.3: 2 destinations, 2 routes (2 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Eoth

192.1668.1.4/32 *[REVE/7/1] 00:00:53, metric 4
> to 172.22.201.Z2 via ge-0/0/0.0, label-switched-path LSP-to-R4

This graphic demonstrates the effects of adding the mpls-forwarding statement to an RSVP-based configuration. In this
case, the 192.168.1.4 route is present in both the inet.0 and inet. 3 routing tables as an RSVP-signaled LSP. Note that the
route is also present in the inet.0 table as an OSPF route.

When the mpls-forwarding option is enabled, new symbols are used to indicate the status of a route. The @ symbol is used
to indicate a route that is active for routing use only, that is, active from the perspective of an export policy. The corresponding
forwarding entry is identified with a # symbol.
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You would normally use the mpls-forwarding option as a substitute for bgp-1gp when you want to engineer traffic to both
IGP and BGP destinations without having to concern yourself with the effects of having LDP or RSVP signaled LSPs overshadow

existing routes in the inet.0 table.

Forwarding Adjacency Overview

[edit]
user(@R4# show protocols
rsvp o
interface all;
}
mpls
label-switched-path green {
to 189Z.168.5.6;
primary R4-to-RA;
}
path R4-to-E& |
152.168.5.5 loose;
}
interface all;
}
ospf |
traffic-engineering;
area 0.0.0.0 {
interface all;
label-switched-path green
metric 1;

}

}

{

Forwarding
adjacencies
announce LSPs
as point-to-point

e

interfaces into
the IGP routing
table

Forwarding adjacencies allow the advertisement of LSPs as point-to-point interfaces within a link-state routing protocol’s
link-state advertisements. This behavior allows nodes that are upstream of the LSP ingress to factor the LSP as part of their

shortest-path-first (SPF) calculations.

Forwarding adjacencies might be useful in a network that has a full-mesh of RSVP traffic-engineered LSPs between core routers.
Forwarding adjacencies allow edge routers to utilize traffic-engineered LSPs in the network core without the complexity and
scaling issues involved with extending the full-mesh of RSVP traffic-engineered LSPs to all routers.

The graphic illustrates how the OSPF protocol is configured to advertise the green LSP into area O with a metric of 1. Note that
you must enable traffic engineering for OSPF. Remember traffic engineering is enabled by default for IS-IS.
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Mote: Bidirectional reachability must exist.

You should only use Constrained Shortest Path First (CSPF) LSPs for forwarding adjacency applications to ensure that the LSP is
injected into the IGP for IGP calculations, but not injected into the traffic engineering database (TED). A CSPF LSP is not placed
into the TED, and therefore, other CSPF LSPs will not try to form over the LSP that is now being advertised into the IGP. If you use
non-CSPF LSPs, it is possible that a new LSP will attempt to establish itself over an existing LSP (because you are not using the
TED in this case), which causes an RSVP error.

Remember that LSPs are unidirectional. IS-IS requires that an LSP have a corresponding LSP in the reverse direction before
advertising the forwarding adjacency in link-state advertisements. OSPF only requires the reverse direction to have IP-level
reachability (by means of an LSP or a routed path) before advertising the forwarding adjacency in link-state advertisements. In
both I1S-IS and OSPF the LSP is advertised into the IGP, but no hellos or routing updates occur over the LSP—only user traffic is
sent over the LSP. IS-IS and OSPF use the local copy of the link-state database to verify their bidirectional reachability
requirements.

The Forwarding Adjacency Data Plane

user@rR7> traceroute 192.168.5.8

traceroute to 1%2.168.5.8

(192.168.5.8),

30 hops max,

40 byte packets

1 172.22.211.2 (172.22.211.2) 32.88%4 ms 0.284 ms O0.277 ms

2 |1172.22.203.2 (172.22.203.2) 0.513 ms 0.460 ms 0.468 ms
MPLS Label=25%3%3%68 Cos=0 TTL=1 s5=1

3 17 ud. (17 04,2y 0.353 ms U.348 ms  0.341 ms

4 1%2.168.5.8 (192.168.5.8) 0.571 ms 0.513 ms 1.420 ms

In the screen capture, a traceroute shows that packets are traversing an LSP that was provided in the middle of the network.
This screen capture correlates to the diagram in the previous section.
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The Forwarding Adjacency Control Plane

Checking the IGP routes on Router R7 clearly shows that OSPF is including the LSP, with an associated cost of 1, in its best route
calculations for a total metric of 2. This capture correlates to the diagram and the configuration shown in the preceding

sections.

user(@R7> show route protocol ospf

0 hidden)

inet.0: 37 destinations, 37 routes (37 active, 0 holddown,
+ = Active Route, - = Last Active, * = Both
172 .22 .240 .0/24 *[OSPF/10] 00:35:07, metric 2

> to 172.22.210.2 via ge-1/0/0.210
172.22.241.0/24 *[OSPF/10] 00:35:12, metric 2

> to 172.22.211.2 via ge-1/0/1.211
182.168.5.1/32 #[03PF/10] 00:35:07, metric 1

= to 172.22.210.2 wvia ge-1/0/0.Z210
182.168.5.2/32 *[03PF/10] 00:25:07, metric 2

> to 172.22.210.2 via ge-1/0/0.Z10
192 .168.5.3/32 *[OSPF/10] 00:35:07, metric 3

> to 172.22.210.2 via ge-1/0/0.Z210

to 172.22.211.2 via ge-1/0/1.211

192.168.5.4/32 *[03PF/10] 00:35:12, metric 1

> to 172.22.211.2 via ge-1/0/1.211
192 .168.5.5/32 *[0SPF/10] 00:35:12, metric 2

> to 172.22.211.2 via ge-1/0/1.211
192 .168 .5.6/32 *[OSPF/10] 00:35:12, metric 2

> to 172.22.211.2 via ge-1/0/1.211
192.168 .5.8/32 *[OSPF/10] 00:34:40, metric 3

> to 172.22.211.2 via ge-1/0/1.211
224.0.0.5/32 #[03PF/10] 03:17:20, metric 1

MultiRecwy
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Selecting an LSP Next Hop

= Control LSP next hops installed in the forwarding table

*Use install-nexthop lsp Ilsp-name actionina
policy statement

* Apply as an export policy to the forwarding table

policy-options {

policy-statement lsp-policy { routing-options {
term first-route { forwarding-table |
from {

| export lsp-policy: |

route-filter 192.162.42.0/24 exact; )
t
then { }
|install-nexthop lsp LEP-1; |
accept;

H
H
term second-route |
from {
route-filter 192.162.4%9.0/24 exact;
}
then !
Iinstall—nexthop l=p LSP—Z;I
ToCeper

}

When multiple equal-cost LSPs to a destination exist, you can use policy to control which LSP gets installed in the forwarding
table. This control provides fine-grained engineering of traffic flows across equal-cost LSPs.

Use the install-nexthop Isp Isp-name command as the action in a policy statement, and then apply the export policy
to the forwarding table. The configuration on the graphic will install the LSP-1 LSP as the next hop for the 192.168.48.0/24
prefix and the LSP-2 LSP as the next hop for the 192.168.49.0/24 prefix. You can use the show route command to
confirm the desired operation as shown in this capture:

user@R7> show route 192.168.48.0/24 exact

inet.0: 47 destinations, 47 routes (47 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

192.168.48.0/24 *[BGP/170] 2d 06:23:21, MED O, localpref 100, from 192.168.1.4
AS path: 1
> to 172.22.211.2 via ge-1/0/1.211, label-switched-path LSP-1

user@R7> show route 192.168.49.0/24 exact

inet.0: 47 destinations, 47 routes (47 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both

192.168.49.0/24 *[BGP/170] 00:20:29, MED 0, localpref 100, from 192.168.1.4
AS path: 1
> to 172.22.210.2 via ge-1/0/0.210, label-switched-path LSP-2
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CSPF Path Metrics

= When calculating paths with CSPF:

* By default, CSPF uses metric of shortest IGP path
¢ |S-IS te-metric to modify metric for CSPF calculation
(only)

You can assign LSP metrics to several different locations. By default, CSPF uses the default IGP metric for the links that
comprise the shortest path. For IS-IS, you can assign a te-metric on each interface that is only used for CSPF while the IS-IS
link-state database continues to utilize the standard IS-IS link metric. Basically, CSPF will use either the IGP metric (the default)
or the te-metric value when so configured, to compute a shortest path for an LSP. In essence, the te-metric option allows
you to have an IS-IS shortest path topology that differs from the TEDs view of the shortest path through your network.

Path Selection with LSP Metrics

= For LSP selection from existing LSPs:

* LSP metric is |IGP shortest cost, regardless of CSPF metric
* Can be overridden with manual metric assignment

[edit protocols mpls label-switched-path LIP-to-R4]
user@rl# show

to 192.168.1.4;

metric 4;

* |GP protocol metric can be manually assigned for forwarding
adjacency

By default, each LSP inherits the IGP’s shortest-path metric, regardless of whether or not the LSP actually follows the shortest
path. You can override the value derived from the TED (based on default inheritance of the IGP’s path metric or values specified
with the te-metric option) by explicitly specifying an LSP metric value within the LSP’s definition using the metric keyword.

When using forwarding adjacencies, you can also explicitly specify an LSP metric along with the LSP’s declaration in the
corresponding IGP stanza. To avoid awkward forwarding situations, you should only explicitly assign a metric in the MPLS
definition OR in the LSP’s reference within the IGP; we recommend that you do not assign a metric in both places.
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Automatic Bandwidth Provisioning

= Network automatically adjusts LSP bandwidth

* Router resignals LSP for highest average utilization over
specified timeframe

 Utilization determined by MPLS statistics feature (default =
5 minutes), default resignaling interval is 24 hours

» Configuration options include:
« Minimum and maximum bandwidth range for auto provisioning
* Time interval for adjusting LSP's bandwidth

« Thresholdfor average LSP utilization change that triggers new LSP
calculation

« Statistics gathering interval under
[edit protocols mpls statistics]

* Works with adaptive for make-before-break capability

Auto-bandwidth provisioning allows the router to monitor actual traffic usage on each LSP and reconfigure the bandwidth of a
given LSP to support observed traffic levels.

The MPLS statistics feature gathers statistics that are used to support automatic bandwidth calculations. The router monitors
the highest utilization levels for the LSP over a predefined time period (24 hours by default). At the end of the time period, the
existing LSP is resignaled, using make-before-break and shared explicit (SE)-style reservations to provision a new bandwidth
reservation of the LSP.

Configure Automatic Bandwidth [edit]
Provisioning user(@rR1# show protocols mpls

This graphic provides a sample configuration
in support of automatic bandwidth
provisioning. Note that MPLS statistics must
be enabled to allow the router to monitor
traffic usage. By default, the router monitors
usage every 300 seconds. If the average
utilization over the adjustment interval
exceeds a certain value, the router resignals
the LSP. The following options are available
for automatic bandwidth provisioning:

statistics {
file Auto-Examples;
auto-bandwidth;

h

label-switched-path LSP-to-R4 |
to 192 .168.1.4;
metric 4;
auto-bandwidth;

1

interface all;

interface fxpl0.0 {
dizable;

}

Option

Meaning

adjust-interval Time to adjust LSP bandwidth (300. .4294967295 seconds)

adjust-threshold Change in average LSP utilization to trigger auto-adjustment

max imum-bandwidth Maximum LSP bandwidth (bps)

minimum-bandwidth Minimum LSP bandwidth (bps)

monitor-bandwidth Monitor LSP bandwidth without adjustments
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Monitor Automatic Bandwidth Provisioning

user@Rl> show mpls lsp ingress extensive
Ingress LSP: 1 sessions

182 .168.1.4

From: 192.168.1.1, State: Up, ActiveRoute: 0, L&Pname: L3P-to-R4
hctivePath: (primary)

L3Ptype: Static Configured

LoadBalance: Random

Metric: 4

rutobandwidth

EdjustTimer: 856400 secs

Max AvgBW util: 0Obps, Bandwidth Adjustment in B6331 second{s).
Oowverflow limit: 0, Overflow sample count: O

Encoding type: Packet, 2Switching type: Packet, GPID: IPv4d
*Primary State: Up

The operational aspects of automatic bandwidth provision is displayed in the output of a show mpls Isp extensive
command, as shown on this graphic.

Default TTL Behavior

= Default TTL Behavior

* Decrements TTL on all LSR hops

« Usedfor loop prevention and topology discovery using the traceroute
utility

— e — | SP
—QP——————P———P—
] R1 R2 R3 =¥ ]
[TIPTIL=18 | [TPTIL=18 | [TPTIL=18 | [TIPTTL=15 | [TIPTTL=14

[ MPLSTTL = 17 | [ MPLSTTL = 16 | |_MPLS write back |

By default, the time-to-live (TTL) value in the packet header is decremented by 1 for every hop the packet traverses in the LSP,
thereby preventing loops and allowing topology discovery. If the TTL field value reaches O, packets are dropped and an Internet
Control Message Protocol (ICMP) error packet can be sent to the originating router. You might want to disable normal TTL
decrementing to make the MPLS cloud appear transparent, thereby hiding the network topology.

The normal TTL handing behavior maps the IP packet's TTL value into the MPLS TTL field on the ingress router. When the MPLS
packet leaves the router, it is decremented by one, as shown in the graphic. Each transit label-switching router (LSR)
decrements the TTL field by one until the packet reaches the penultimate hop. At the penultimate hop, the penultimate router
strips off the top label and writes the MPLS TTL value back into the IP TTL value. The egress router decrements the IP TTL by
one. The TTL values are indicated for every hop in the path on the graphic.
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MPLS TTL Handling: No Decrement

= Altering default behavior: no-decrement-ttl

* Disable TTL decrementinside LSP using
no-decrement-ttl
« Configured on the ingress router only
 Proprietary Juniper Networks object; all LSRs must support the
option
« Supported for RSVP on a per LSP basis or global basis
« IPTTL decremented at egress router only

« Sets MPLS TTL to 255 on ingress router. disables TTL writeback on
— 7 5P | penultimate router

P . P - &
5 O 71 O
] R1 ] Rz ] R3 ] R4 ]
| IPTTL=18 | | IPTTL = 17 I | IPTTL = 17 I | IPTTL = 17 | | IPTTL=16 |

[MPLSTIL = 255] [MPLSTIL = 254 | [No MPLS write back]

On the ingress of the LSP, if you include the no-decrement-ttl statement at the

[edit protocols mpls label-switched-path Isp-name] hierarchy, the ingress router negotiates with all
downstream routers using a proprietary RSVP object to ensure all routers are in agreement. This command can also be typed
within the primary or secondary path hierarchy. If negotiation succeeds, the whole LSP appears as two hops for transit IP traffic.

[edit protocols mpls label-switched-path Isp-name]
user@R1# set no-decrement-ttl

Note that the RSVP object is proprietary to the Junos OS and might not work with other vendors. Further, this potential
incompatibility applies only to RSVP-signaled LSPs, not LDP-signaled LSPs. Also note that you can apply no-decrement-ttl
on a per-LSP basis or globally under the

[edit protocols mpls] hierarchy.

If normal TTL decrement is disabled, the TTL field of IP packets entering LSPs are decremented by 1 upon transiting the LSP,
making the LSP appear as a two-hop router to diagnostic tools like traceroute. This function is performed by the ingress router,
which pushes a label on IP packets with the TTL field in the label initialized to 255. The label's TTL field value is decremented by
1 for every hop the MPLS packet traverses in the LSP. On the penultimate hop of the LSP, the router pops the label but does not
write the label's TTL field value to the IP packet's TTL field. Instead, when the IP packet reaches the egress router, the IP packet's
TTL field value is decremented by 1.

When you use traceroute to diagnose problems with an LSP, traceroute sees the ingress router, although the egress router
performs the TTL decrement. Note that this assumes that traceroute is initiated outside of the LSP. The behavior of traceroute is

traceroute.
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MPLS TTL Handling: No Propagate

= Altering default behavior: no-propagate-ttl

e Disable TTL decrementinside LSP using
no-propagate-ttl
« Configuredon every LSR
Global effect on LDP and RSVP. not configurable per-LSP
No topology discovery

IP TTL decremented at egress router only

Sets MPLS TTL to 255 on ingress router and disables writeback on
penultimate router

« Allows interoperability with other vendorsin the LSP path

e |
| — 1 — — b — 0 — ela ------- bela
] R1 I R2 I R3 I R I
[TIETIL=18 | [TPTiL=17r ] [TETIL=17 ] [CPTIL=1F ] [TIPTIL=16 |
[MPLSTTL = 265] [MPLSTTL = 254 | [MNo MPLS writs back]

You must include the no-propagate-ttl statement at the [edit protocols mpls] hierarchy level of all routers in the
path of the LSP for proper operation, which is in contrast to the ingress based setting for the no-decrement-ttl option. Note
that this statement applies to all LSPs in a global manner, regardless of whether they are RSVP or LDP signaled. Once set, all
future LSPs traversing through this router behave as a single hop to IP packets. LSPs established before this statement is
committed are not affected. Note that this option affects RSVP-signaled LSPs, despite its being configured under the [edit
protocol mpls] hierarchy:

[edit protocols mpls]
user@R1# set no-propagate-ttl

Make sure all routers are configured consistently within an MPLS domain when using no—-propagate-ttl; failing to do so
might cause the IP packet TTL to increase while in transit within LSPs. This can happen, for example, when the ingress router
has no-propagate-ttl configured but the penultimate router does not, which results in the penultimate router writing the
MPLS TTL value (which starts from the ingress router as 255) back into the IP packet.

The no-propagate-ttl option is designed to be interoperable with equipment made by other vendors. However, you must
ensure all routers are configured identically.

The no-propagate-ttl option also causes the MPLS cloud to show up as two hops from the perspective of IP packets
transiting the LSP.

The penultimate router pops the label and forwards the IP packet, but does not copy the MPLS TTL value back into the IP
packet’s TTL field. The egress router then decrements the IP packet, thereby making the cloud appear as if it consisted of only
two hops.

Note that with either option (no-propagate-ttl and no-decrement-ttl), the ingress router decrements the IP packet’s
TTL by one prior to placing the MPLS shim label on incoming packets. This performance is to prevent the possibility of an
endless routing loop (formed when two LSPs have a routing loop pointing at each other). If the IP TTL were not decremented by
one on ingress, the egress router would encapsulate the IP packet with a new MPLS header without decrementing the IP TTL. If
the two routers have a routing loop, the packet would loop to infinity.
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Configuring Explicit Null

= Configure explicit null globally under MPLS or LDP
e Enables routers to signal label O instead of 3
e Compliant with RFC 3032
* Enables easier CoS configuration and interoperability
» Configuration for RSVP

[edit]
user(@R4# set protocols mpls explicit-null

» Configuration for LDP

[edit]
user@R4# set protocols ldp explicit-null

[edit]
user@k3# run show rsvp session

Transit RIVE: Z sessions

To From State Et Style Labelin Labelout LEPname
192.1668.1.1 192.168.1.4 Up 1 1 FF 300512 300480 LSP-to-R1
192.1668.1.4 192.168.1.1 Up 1 1 FF 300544 [[Jrse-to-R4

Total 2 displaved, Up 2, Down 0

Because class-of-service (CoS) configurations with penultimate hop popping (PHP) require that the egress router classify and
queue packets based on IP-related parameters as opposed to MPLS shim header values, end-to-end CoS designs can be made
complex with PHP.

With the Junos OS you can negate the default PHP behavior to effect the receipt of labeled packets at the egress node. In
operation, the egress router will signal label O upstream instead of label 3. As a result, the same CoS configuration used at
transit LSRs can now also be used for the egress router.

This feature is configured globally for either MPLS or LDP. The implementation is compliant with RFC 3032, “MPLS Label Stack
Encoding”.
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MPLS Ping Utility

= Feature allows ping testing of RSVP-signaled and
LDP-signaled LSPs

* Does not rely on BGP routes or modification of default
routing table integration rules

¢ A127.0.0.1/32 address must be present on egress router's
loopback interface

* The Junos OS automatically createsa 1c00.16384 with the
127.0.0.1/32address

+ Might need to manually assignthe 127.0.0.1/32 address on other
vendor's loopbacks

userl@Rl:> ping mpls rsvp LSP-to-R4 user(@Rl> ping mpls 1ldp 192.168.1.4

[ | [ |

-—- lsping statistics --—- --- lsping statistics --—-

5 packets transmitted, 5 packets received, 5 packets transmitted, 5 packets receiwved,
0% packet loss 0% packet loss

This graphic illustrates the operation of the MPLS ping capability. By adding the mp s switch to a standard ping command, you
can now verify the forwarding plane of RSVP-signaled or LDP-signaled LSPs. In the past, ping testing of an LSP required the
presence of BGP routes, or the modification of the default routing table integration rules to permit traffic engineering for internal
destinations, that is, the egress node’s router ID. For RSVP-signaled LSPs, you specify the LSP name as the target for the MPLS
ping.

Note that the target address of an MPLS ping is hard-coded to 127.0.0.1; the LSP’s egress node must have a 127.0.0.1 address
assigned to its loopback interface for the MPLS ping to succeed.The Junos OS automatically creates a 100.16384 with the
127.0.0.1/32 address assigned. You might however, need to manually assign the 127.0.0.1/32 address if the egress router is
not running the Junos OS. You can verify the loopback address is present on the egress router by issuing the

show interfaces terse | match 100 operational mode command on the egress router.

user@R4> show interfaces terse | match 100

100 up up

100.0 up up inet 192.168.1.4 --> 0/0
100.16384 up up inet 127.0.0.1 --> 0/0
100.16385 up up inet

The detail switch provides additional output:

user@R1> ping mpls rsvp test count 1 detail
Request for seq 1, to interface 9, labels <100096, 0, 0>
Reply for seq 1, return code: Egress-ok

-—- Isping statistics ---
1 packets transmitted, 1 packets received, 0% packet loss
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Review Questions

1. What does the inclusion of the actiwve option do
when installing a prefix for a RSVP LSP?

2. What is the default resignaling interval when using
auto-bandwidth?

3. What are the primary differences between no-
decrement-ttl and no-propagate-ttl?

Answers to Review Questions
1.

Including the actiive option when installing a prefix for a RSVP LSP installs the route in the inet .0 routing table and allows both the
IGP and BGP to use the LSP.

2.
The default resignaling interval is 24 hours when using the auto-bandwidth feature.
3.

First no-decrement-ttl is only configured on the ingress router and No-propagate-ttl must be configured on all LSRs in the
path. Second, using No-decrement-ttl allows you to change default behavior on a per LSP basis while NnO-propagate-ttl is
only allowed at the global level and applies to all LSPs.
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Chapter 6: VPN Review

This Chapter Discusses:

. The definition of the term virtual private network (VPN);

. Differences between provider-provisioned and customer-provisioned VPNs;

. Differences between Layer 2 and Layer 3 VPNs; and

. The features of provider-provisioned VPNs supported by the Junos operating system.

Virtual Private Network
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= \irtual private network:
» A private network constructed over a shared infrastructure
» Virtual: Not a separate physical network
* Private: Separate addressing and routing
* Network: A collection of devices that communicate

A VPN is a private network that is constructed over a shared, public infrastructure such as Frame Relay, an Asynchronous
Transfer Mode (ATM) network, or the Internet. It is considered virtual because it does not require a separate physical network,
but instead it is a logical network, one of possibly many logical networks, that uses a single physical network. It is considered a
private network because a VPN can have its own separate addressing and routing scheme to interconnect devices that must
communicate.

A VPN is designed so that only devices intended to communicate with each other can do so. For instance, as shown on the
graphic, a VPN can be the network infrastructure that provides communication between the corporate headquarters, branch
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offices, mobile users, data centers, suppliers, and customers, while ensuring that unwanted devices cannot gain access to this
private network.

Uses IP Infrastructure

Most companies today provide their employees with access to the Internet for e-mail and web browsing services. The Internet
has become part of everyday life in today’s society. By utilizing the Internet as the public infrastructure for building VPNs,
companies can use their existing equipment to reduce costs.

Increasing Importance of IP/MPLS (Not ATM/Frame Relay)

With more people having access to the Internet, it makes sense to use the IP/MPLS network as a building block for VPNs. MPLS
is now being used by many Internet service provider (ISP). This allows these providers to offer VPN services to its customers
using an IP solution.

Subscriber Benefits

VPNs deployed over the Internet can lower operational expenses for companies by making it possible to use a single network
connection to provide multiple services. A company no longer needs a Frame Relay network to provide VPN services and Internet
connectivity for e-mail services; it can all be done using one Internet connection.

Provider Benefits

VPNs can also create an additional source of revenue for the provider. ISPs can now offer not only Internet service but also
value-added VPN services. Everybody wins!

Customer Premises VPN Solutions

épé Site 2
iy
= CPE-VPNs: CPEVEN | @
« L2TPand PPTP ) LG, £

5 Q\:‘ b‘?oe
e |IPsec tunnel mode %’—%q AL %“%
CPE PE PE CPE
= PP-VPNs:

* BGP/MPLS-based VPNs (RFC 4364)

« RFC 4364 was formerly 2o Site2
draft-ietf-I3vpn-rfc254 7 bis é;
* Virtual routers PP-VPN e
*Layer2 MPLS VPNs LOPE D, , )

« BGP Layer 2 VPN L & ‘%%_
% % WPM Tunnel . %

« LDP Layer 2 circuits
* VPLS

* BGP signhaled VPLS
« LDP signaled VPLS

A customer premises equipment (CPE) VPN solution is a VPN that relies only on the customer’s equipment to create and
manage tunnels for the private IP traffic. Layer 2 Tunneling Protocol (L2TP), Point-to-Point Tunneling Protocol (PPTP), and
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IP Security (IPsec) tunnel mode are protocols used by customer premises equipment for this purpose. When the ISP receives IP
packets from the customer, they are treated as normal IP packets and are routed accordingly.

Provider-Provisioned VPN Solutions

A provider-provisioned VPN solution is a VPN that relies on the provider’'s equipment to create and manage tunnels for the
private traffic using MPLS as the enabling technology. Examples of provider-provisioned VPNs include BGP/MPLS-based VPNs,
such as Layer 3 VPNs (defined in RFC 4364), Layer 2 MPLS-based VPNSs, including BGP Layer 2 VPNs (defined in
draft-kompella), and LDP Layer 2 circuits (defined in RFC 4447), as well as virtual routers and the virtual private LAN service
(VPLS) approach, which includes BGP signaled VPLS (defined in RFC 4761) and LDP signaled VPLS (defined in RFC 4762).

Application: Dial Access for Remote Users

= Application: Dial access for remote users

e Layer 2 Tunneling Protocol
« RFC2661
« Combination of L2F and Point-to-Point Tunneling Protocol

e Point-to-Point Tunneling Protocol
+ Bundled with Windows and Windows NT
e Authentication during setup

* |Psec can operate over PPP for stronger security

Dial Access L2TF Access
Sener Senver
P e AT L2TP Tuninel AT
Dial Access Provider Service Provider or VPN
PPP Dial-Up A PPTP Tunnel AN
Dial Access PPTF;Ia:l\IclzoeSS
Senmer Senmer

Several protocols that provide dial access for remote users to their corporate sites are in use today. L2TP and PPTP are the most
common methods used for tunneling Point-to-Point Protocol (PPP) traffic over an IP network. L2TP is a defined in RFC 2661. It
combines Cisco’s Layer 2 Forwarding (L2F) protocol and Microsoft's PPTP and uses User Datagram Protocol (UDP) for transport.

PPTP, which is typically bundled with Windows and Windows NT, uses Transmission Control Protocol (TCP) to transport PPP. PPTP
and PPP use a system of authentication during the setup of the tunnels. Also, both make use of the PPP authentication
protocols—the Challenge Handshake Authentication Protocol (CHAP) and the Password Authentication Protocol (PAP)—to provide
access authentication.

IPsec, another tunneling protocol, is used to tunnel private IP traffic over an IP backbone. L2TP and PPTP are used to tunnel PPP
traffic (Layer 2) using UDP or TCP as the transport protocol. IPsec tunnels IP traffic (Layer 3) using IP as the delivery protocol.
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IPsec Defines IETF Layer 3 Security Architecture

= [Psec defines |IETF Layer 3 security architecture
= Applications:
» Strong security requirements, across one or multiple ISPs

* Customer responsible for key management

RFCs 4301, 4302, 4303, and 4305 contain the definition of IPsec.

Applications

For a customer with a strong security requirement, IPsec is a perfect fit. However, key management and routing between sites
are the customer’s responsibility.

Security Services

Security services include the following:

. Access control;
. Data origin authentication;
. Replay protection;

. Data integrity;
J Data privacy (encryption); and

. Key management.

Routing Performed at CPE

----- IPsec Tunnel
Public Internet
@@ DB
CPE PE PE CPE

In the example on the graphic, the customer provides the routing for its internal network. The tunneled traffic is forwarded
across the public Internet as a normal IP packet.

Tunnels Terminate on Subscriber Premises

Private IP traffic from the site 1 destined for site 2 is encapsulated using IPsec by the CPE. This traffic is then forwarded across
the public Internet to the destination CPE. The branch office CPE then de-encapsulates the private IP traffic and forwards it to
the destination host.
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Only CPE Must Support IPsec
Typically, the customer’s edge devices are IPsec capable and create and maintain the tunnels between themselves. The ISP is

only responsible for providing IP connectivity between the sites.

Provider-Provisioned Layer 3 VPN Characteristics

* Provider’s routers participate in customer’'s Layer 3 routing

* Provider’s routers manage VPN-specific routing tables,
distributes routes to remote sites

e CE routers advertise their routes to the provider

For Layer 3 VPNs, the provider’s routers participate in the customer’s Layer 3 routing. Thus, the customer’s routing protocol is
terminated by the provider’s router. It is the responsibility of the provider’s router to manage VPN-specific routing tables and to
distribute those VPN-specific routes to the customer’s remote sites.

Provider-Provisioned Layer 2 VPN Characteristics

e Customer maps its Layer 3 routing to the circuit mesh

* Provider delivers Layer 2 circuits to the customer, one for
each remote site

* Customer routes are transparent to provider

For Layer 2 VPNs, as with Frame Relay, a Layer 2 VPN customer maps its Layer 3 routing to the Layer 2 circuit mesh. In this
situation, the provider delivers Layer 2 circuits to the customer, one for each remote site. The provider does not participate in the
routing of the customer’s private IP traffic, so the routing protocol used by the customer edge (CE) device is terminated by the
remote CE device.

© 2013 Juniper Networks, Inc. All rights reserved. VPN Review ¢ Chapter 6-5



JNCIS-SP Study Guide—Part 3
Outsourced VPNs

= Application: Outsource VPN

* PE router maintains VPN-specific forwarding tables for each
of its directly connected VPNs

e Conventional IP routing between CE and PE routers

* VPN routes distributed using MP-BGP
« Uses extended communities
* VPN traffic forwarded across provider backbone using MPLS

Service Provider Network
CE
YRF .-% Site 3

CE

\$ Site 2

MPLS-based VPNs make it possible for a service provider to offer value-added services to new and existing customers using its
existing network infrastructure.

The Junos OS supports Layer 3 provider-provisioned VPNs based on RFC 4364. In this model, the provider edge (PE) routers
maintain VPN-specific routing tables called VPN route and forwarding (VRF) tables for each of their directly connected VPNs. To
populate these forwarding tables, the CE routers advertise routes to the PE routers using conventional routing protocols like RIP,
OSPF and EBGP.

The PE routers then advertise these routes to other PE routers with Multiprotocol Border Gateway Protocol (MP-BGP) using
extended communities to differentiate traffic from different VPN sites. Traffic forwarded from one VPN site to another is
tunneled across the service provider’s network using MPLS. The MPLS-based forwarding component allows support for
overlapping address space and private addressing.

Label Distribution Protocol for LSPs

Setting up and maintaining label-switched paths (LSPs) between PE routers requires a label distribution protocol. Options
include the LDP or RSVP.

MP-BGP Distributes VPN Information

MP-BGP is used to distribute information about the VPNs. These communications include routing and reachability information
as well as the MPLS labels that map traffic to a particular VPN forwarding table and interface.

Provider Constrains Connectivity by Route Filtering

To ensure that routing information about a particular VPN is only made available to sites participating in that VPN, the provider
must constrain advertisements using routing policy (for example, route filtering).
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Virtual Routers

= \irtual router functions:
* Virtual router maintains VPN-specific forwarding tables
* PE router participates in private network routing

* Routing for private networks is tunneled along with data
using IPsec, GRE, or possibly MPLS between PE routers

« Virtual router within PE router operates as if it were a normal router
inthe private network

A virtual router functions much like an RFC 4364 PE router in that it maintains site-specific routing instances and tables for use
in the forwarding of IP-based VPN traffic. A significant difference, however, is that in the virtual router approach, the PE router
does not terminate the routing protocol used by the CE device. In effect, the two PE routers create a sham link representing the
connection between the PE routers for use in the flooding of OSPF LSAs across the provider’s backbone.

Advantages for the Subscriber

» Offload routing complexity to provider

* Suits enterprises that do not want to build core routing
competency into their organizations

With Layer 3 provider-provisioned VPNs, the subscriber can offload its routing responsibilities to the provider, thus allowing the
customer to focus on its core competencies.

Advantages for the Provider

* VPN-specific routing information is hot maintained on all
backbone routers

» Value-added service (revenue opportunity)

The provider can offer a value-added (revenue producing) service to its customers using a scalable IP-centric-based backbone
technology.

Limitations of Provider-Provisioned VPNs

Layer 3 provider-provisioned VPNs do have some drawbacks. The configuration and maintenance of an RFC 4364 solution can
represent a significant increase in the provider’'s administrative burden. This is especially true during situations where adds,
moves, and changes to the VPNs are required. The use of automated provisioning tools can simplify day-to-day operations in the
network greatly.

VPN provisioning mistakes can be costly, especially when considering that the provider could become liable for the security of
the customer’s networks.
Resistance to Outsourced Routing

It might be difficult to convince some customers to outsource their routing to the provider. For these customers, a Layer 2 VPN
can be an ideal fit, as it allows them to control all aspects of their routing.
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* BGP Layer 2 VPNs (draft-kompella)
Layer 2 MPLS-Based VPNs

The following pages discuss circuit cross-connect (CCC), BGP *LDP Layer 2 circuits (RFC 4447)
Layer 2 VPNs, LDP Layer 2 VPNs, BGP signaled VPLS, and LDP e BGP VPLS (RFC 4761)

signaled VPLS.
| DPVPLS (RFC 4762)

CCC: The Foundation of Layer 2 VPNs

= Provides the foundation for MPLS-based Layer 2 VPNs

e Broad support of PE-CE interface types
« ATM. Frame Relay. VLAN, PPP, and HDLC

= Service provider maintains LSPs between PE routers
* One LSP per VC being serviced
* Ingress PE maps each inbound PVC to a dedicated LSP
e Egress PE maps incoming LSP to outbound PVC

= CE routes VPN traffic based on subnet/PVC mappings

Large Provider

FE CE ;
IP/MPLS Network DLCI 605 Site 2
LaanW = —— hetwork

\SP.2 10.0.0.0/8
O e L] 600 PE % | /
souree DLCI 61(3'%
I DLCI 605
_ % ik LsP2 | DLCI 608 ,
Routing Table CCC Table Site3
%DLCI 608% JCLIOE
2000075
10/8 | DLGCI 60O DLCI 600 | LSP1 PE CE /
20/6 | DLCI 610 DLCI 610 | LSP 2

CCC provides the foundation for MPLS-based Layer 2 VPNs by providing support for the tunneling of Layer 2 frames over MPLS
LSPs. CCC supports a variety of Layer 2 protocols including ATM, Frame Relay, virtual LANs (VLANs), PPP, and High-Speed Data
Link Control (HDLC).

Provider Maintains LSP and Connection Mesh

The CCC application does not support label stacking. As a result, the provider must configure one LSP, per direction, per virtual
circuit being serviced. The provider must also define each connection by manually mapping local connection identifiers to LSPs.

CE Maps Connections to Remote Sites

Customers route traffic based on subnet/permanent virtual connection (PVC) mappings, as they would with any conventional
Frame Relay, ATM, or private line solution.

CCC Drawbacks
The following list details some of the drawbacks of CCC:

. CE and PE router configuration can be complex, especially during adds, moves, and changes. The customer must
coordinate with the service provider.

. Each data-link connection identifier (DLCI)/PVC requires a dedicated set of MPLS LSPs. There can be no sharing of
the LSP when using CCC.
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. CCC as a Layer 2 VPN solution is only appropriate for small numbers of individual private connections.

. Interface types must be the same at all CE device locations. For instance, if Frame Relay is used at one VPN site
then Frame Relay must be used at all other sites. However, the Junos OS has a feature called translational
cross-connect (TCC) that can be used when there are different interfaces types at the CE locations.

Leverages Experience with CCC and MPLS

= | everages experience with CCC and MPLS

= Scalable in data and control planes

e Data plane: Label stacking consolidates multiple DLCls,
PVCs, or VLANs over a single LSP

* Provisioning: BGP for autoconfiguration

= Routing for private network is CE to CE

Large Provider

IP/MPLS Netwurk DLE:I 605
Site 2
\SP.Jert

Sito 1™ ATRPLCI 600 G | e
Source % %
DLCI 610

%Dum 608% Site 3
FE CE

With BGP Layer 2 VPNs the VPNs are created using bidirectional MPLS LSPs, similar to CCC. However, instead of mapping the
LSPs to an interface on the PE routers, the LSPs are automatically mapped to Layer 2 circuits. Data is forwarded using a
two-level label stack that permits the sharing of the LSP by numerous Layer 2 connections. The outer label delivers the data
across the core of the network from the ingress PE router to the egress PE router. The egress PE router then uses the inner label
to map the Layer 2 data to a particular VPN-specific table.

Scalable in the Data and Control Planes

The use of label stacking improves scalability, as now multiple VPNs can share a single set of LSPs for the forwarding of traffic.
Also, by over-provisioning Layer 2 circuits on the PE device (described in a later chapter), adds and changes are simplified, as
only the new site’s PE router requires configuration. This automatic connection to LSP mapping greatly simplifies operations
when compared to the CCC approach.

Routing Is CE to CE

Because the provider delivers Layer 2 circuits to the customer, the routing for the customer’s private network is entirely in the
hands of the customer. From the perspective of the attached CE device, there is no operational difference between a Frame
Relay service, CCC, and a BGP Layer 2 VPN solution.
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Leverages Experience with CCC and MPLS

= | everages experience with CCC and MPLS

" Improved data plane scalability with Layer 2 VPNs

» L abel stacking consolidates multiple DLCls, PVCs, or VLANs
over a single LSP

= Must provision both ends of each circuit when adding
a site

= Routing for private network is CE to CE

MPLS Core

DLECI 500 LSP 1 DLCI 505
Site 1 %—' = "% ——————————— *%—' = "% Site 2
DOLC] 610 DOLC| 608

With LDP Layer 2 circuits, the circuits are created using bidirectional MPLS LSPs, like CCC. However, instead of mapping the
LSPs to an interface on the PE routers, the LSPs are mapped to a VPN-specific forwarding table (similar to BGP Layer 2 VPNs).
This table then maps the data to a Layer 2 circuit. The LDP Layer 2 circuit approach also makes use of stacked headers for
improved scalability.

Data Plane Scalability
Label stacking means that PE devices can use a single set of MPLS LSPs between them to support many VPNs. The LDP Layer 2
circuit signaling approach does not support the auto-provisioning of Layer 2 connections, and it relies on LDP for signaling.

Manual Provisioning for Moves and Changes

The LDP Layer 2 circuit approach requires configuration on all PE routers involved in the VPN when moves, adds, and changes
occur. Draft-kompella support for MP-BGP-based signaling and its automatic connection mapping features make it far simpler to
deploy and maintain a Layer 2 VPN service.

Routing for Private Network Is CE to CE

Because the provider delivers Layer 2 circuits to the customer, the routing for the customer’s private network is entirely in the
hands the customer.
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Provider’'s Network Appear to Be a Single LAN Segment

= To the customer in a VPLS environment, the
provider's network appears to function as a single
LAN segment

e Acts similarly to a learning bridge

= Administrator does not need to map local circuit IDs
to remote sites
* PE device learns MAC address from received Layer 2 frames

* MAC addresses are dynamically mapped to outbound MPLS
LSPs and/or interfaces

YEM A
Sited

A newer service that can be provided to the customer is VPLS. To the customer, VPLS appears to be a single LAN segment. In
fact, it appears to act similarly to a learning bridge. That is, when the destination media access control (MAC) address is not
known, an Ethernet frame is sent to all remote sites. If the destination MAC address is known, it is sent directly to the site that
owns it. The Junos OS supports two variations of VPLS, BGP signaled VPLS and LDP signaled VPLS. VPLS is covered in more
detail in later chapters.

No Need to Map Local Circuit to Remote Sites

In VPLS, PE devices learn MAC addresses from the frames that it receives. They use the source and destination addresses to
dynamically create a forwarding table (vpn—name . vpls) for Ethernet frames. Based on this table, frames are forwarded out of
directly connected interfaces or over an MPLS LSP across the provider core. This behavior allows an administrator to not have to
manually map Layer 2 circuits to remote sites.

Subscriber Advantages

e Can outsource circuits
* Maintains control of routing
e Uses any Layer 3 protocol

With Layer 2 VPNs the customer can outsource Layer 2 circuits to the provider over an existing Internet access circuit while
maintaining control over the routing of its traffic. Also, because the provider is encapsulating Layer 2 traffic for transport using
MPLS, the customer can use any Layer 3 protocol—not only IP-based protocols.
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Provider Advantages

e Complements RFC 4364
» Operates over the same core. using the same outer LSP

» Can collapse Layer 2 VPNs (Frame Relay, ATM, and VLANSs)
onto a single IP/MPLS infrastructure

* Reduces the number of LSPs with label stacking compared
with CCC

e Simplifies adds, moves, and changes with automatic
provisioning when using BGP Layer 2 VPNs
Layer 2 and Layer 3 VPNs can coexist by using the same MPLS transport and signaling protocols. The provider can now sell

Frame Relay or ATM circuits to different customers using its existing IP core. Automatic provisioning of Layer 2 circuits simplifies
the processes of adds, moves, and changes. Also, the use of label stacking greatly improves efficiency and scalability.

Circuit Types Must Be the Same

= Circuit type (ATM/Frame Relay/VLAN) to each VPN
site must be uniform

e TCCcan be used when circuits connecting sites differ
= Removes a provider revenue opportunity

* Provider no longer adding value by managing routing over
the backbone

= Customer must have routing expertise

The circuit type (ATM/Frame Relay/VLAN) to each VPN site must be uniform. TCC can be used to connect sites with different
circuit types. TCC removes the Layer 2 frame and replaces it with a new one used for the outgoing circuit.

Removes Revenue Opportunity

Because the customer is responsible for the routing of traffic between its sites, the provider can no longer add value by
providing outsourced routing services, as is the case with Layer 3 VPNs.

Customer Routing Experience

The customer must have routing expertise and the necessary staffing to configure and maintain its backbone routing.
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Review Questions

1. Whatis a “Virtual Private Network”?

2. What is the primary difference between a CPE-VPN
and a PP-VPN?

3. What are the differences between a Layer 2 VPN
and a Layer 3 VPN?

Answers to Review Questions
1.

A VPN is a private network that is constructed over a shared, public infrastructure such as Frame Relay, an ATM network, or the Internet.
2.

The primary difference is that the CPE VPN requires the customer equipment to create and manage tunnels for the private IP traffic. A
provider-provisioned VPN solution is a VPN that relies on the provider’s equipment to create and manage tunnels for the private traffic
using MPLS as the enabling technology.

3.

The first and most notable difference is with a Layer 2 VPN solution, the backbone routing is the responsibility of the customer. With a
Layer 3 VPN solution, the backbone routing is handled by the provider. Another difference is that with a Layer 2 VPN solution, non-IP
traffic can be passed from site to site. With a Layer 3 VPN solution the traffic has to be IP.
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Chapter 7: Layer 3 VPNs

This Chapter Discusses:

. The roles of provider (P), provider edge (PE), and customer edge (CE) routers;
. Virtual private network (VPN) IP version 4 (IPv4) address formats;
. Route distinguisher use and formats;

J RFC 4364 control flow; and
J RFC 4364 data flow.

Customer Edge Routers

Customer Edge

VPN A /C{ $ /$-———~$ VPN A
o \$

VPN B CE VPN B

= CE routers:
* L ocated at customer premises
* Provide access to the service provider network

* Can use any access technology or routing protocol for the
CE/PE connection

CE routers are located at the customer location and provide access to the provider-provisioned VPN (PP-VPN) service. CE
routers can interface to provider PE routers using virtually any Layer 2 technology and routing protocol.
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Provider Edge Routers

Provider Edge

PE
VPNA %{ %_é/%&é VPN A
$/$|: \Q; c
VPNB CE PE\% VPN B

= PE routers:

* Maintain VPN-specific forwarding tables

* Exchange VPN routing information with other PE routers
using BGP

* Use MPLS LSPs to forward VPN traffic

PE routers are located at the edge of the provider’s network. They interface to the CE routers on one side and to the provider’s
core routers on the other. PE routers maintain site-specific VPN route and forwarding (VRF) tables. The PE and CE routers
function as routing peers, with the PE router terminating the routing exchange between customer sites and the provider’s core.

Routes learned from the CE routers (and stored in the PE router’s VRF table) are sent to remote PE routers using Multiprotocol
Border Gateway Protocol (MP-BGP).

PE routers use MPLS LSPs when forwarding customer VPN traffic between sites. LSP tunnels in the provider’s network separate
VPN traffic in the same fashion as PVCs in a legacy ATM or Frame Relay network.
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Provider Routers

Provider Routers

VPNA

i b /%
S [ & e BT
VPN B CE PE VPNB

= P routers:

e Forward VPN data transparently over established LSPs
* Do not maintain VPN-specific routing information

Provider (P) routers are located in the provider’s core. These routers do not carry VPN customer routes, nor do they interface in
the VPN control and signaling planes. This is a key aspect of the RFC 4364 scalability model; only PE routers are aware of VPN
customer routes, and no single PE router must hold all VPN customer state information.

P routers are involved in the VPN forwarding plane where they act as label-switching routers (LSRs) performing label swapping
(and popping) operations.

VPN Sites

VPN Site

VPNA CE % %/%H%iﬁ VPNA
" %"PE
aiE PE %

A VPN site is a collection of devices that can communicate with each other without the need to transit the provider’s backbone.
A site can range from a single location with one router to a network consisting of many geographically diverse routers.

VPN B VPN B

Mapped to a VRF

Each VPN site is attached to at least one PE router and can be dual-homed with multiple connections to different PE routers.
Each site is associated with a site-specific VRF table in the PE routers. It is here that the PE router maintains the routes specific
to that site and, based on policy, the routes for remote sites to which this location can communicate.
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Virtual Private Network Routing and Forwarding Tables

AVRF is created

VPN A for eachsite VPN A
Site 1 connectedtothe PE | Site2— 8%
CE_A2 I 2% VPN B

In the Layer 3 VPN model, site-specific VRF tables house each site’s routes. This separation of routes allows VPN customers to
use private addresses that can overlap with addresses used by other VPN customers.

In this graphic, PE 1 has three VRF tables—one for each of its attached VPN sites. The VRF tables store routes learned from the
attached site, as well as routes learned through MP-BGP interaction with remote PE routers. In the latter case, VPN policy
determines which routes are copied into which VRF tables based on the presence of a VPN-IPv4 route attribute known as a route
target.

VRF Table Population

As mentioned previously, each PE router maintains site-specific VRF tables that house routes learned from the local CE device,
as well as routes learned from remote PE routers having matching route attributes.

Site Separation

When a packet is received from a given site, the PE router performs a longest-match Layer 3 lookup against only the entries
housed in that site’s VRF table. This separation permits duplicate addressing among VPN customers with no chance of routing
ambiguity.
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Duplicate Addresses Welcome!

pessessssesens ; VPNA
10.1/16 —Site 2
VPNA ,»:j CE-A1 10.1/16 . Wi éf%
Site1 2%~ ~ //—\ /“% ‘
PE2
PE 1
VPN B 10.1/16
Site 1 -
ik s CE-B2
*5 CE-B1 2T Siie o
oo $335 T
110.1/16:
=" \/PNs A and B use the same address space
* PE 1 uses a separate routing (VRF) table for each VPN site
e PE 2 would normally choose between the two 10.1/16 routes
« MPLS/BGP VPNs solve this problem with the route distinguisher

This graphic stresses that two VPN customers can use overlapping address space with no issues due to the separation of their
routes in site-specific VRF tables.

In this example, VPN Site A is using the 10.1/16 addresses space, which is also being used by VPN customer B. However,
housing these overlapping routes in separate VRF tables on PE routers is only half of the solution. A mechanism is needed to
allow the PE routers to exchange these routes with remote PE routers without any chance of one address stepping on the other.

For example, when PE 1 advertises routes from its two VRF tables to PE 2, they arrive over a common MP-BGP connection that is
not inherently associated with a particular VRF table. How can we assure that PE 2 interprets these routes as being independent

and unrelated? The answer lies in the structure of a VPN-IPv4 address containing a route distinguisher designed to fix the very
problem posed here.
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VPN-IPv4 Address Family

Route Distinguisher

WY ERY MPLS Label Type Administrator Assigned Number Subscriber|Pv4 Prefix

(1 byte) (3bytes) (2 bytes)variablelength)(variablelength) (0-4 bytes)
= \VPN-IPv4 address family
* New BGP-4 subsequent address family identifier (SAFI 128)
« Consists of MPLS label + route distinguisher + subscriber IPv4 prefix
* Route distinguisher disambiguates IPv4 addresses
» Allows service provider to administer its own numbering space
=" \/PN-IPv4 addresses are distributed by MP-BGP
* Uses multiprotocol extensions for BGP4 (RFC 2858)

= A /32 IPv4 prefix produces a VPN-IPv4 prefix with a mask
of /120 (15 octets)

* The Junos OS CLI displays (and the examples in this class) only
show |Pv4 prefix length (thatis, /32)

The graphic shows the structure of a VPN-IPv4 address. VPN addresses use a new MP-BGP subsequent address family identifier
(SAFI). Because they are, in the end, IPv4 addresses, they use the same family identifier (1) as conventional IPv4 routes.

VPN network layer reachability information (NLRI) contains a 24-bit MPLS label, which is sometimes called a VRF label because
the label’s function is to associate packets with a particular VRF instance in the receiving PE router. VPN addresses also contain
a route distinguisher field, which is used to disambiguate VPN routes. In other words, two identical IP prefixes are considered as
different, and therefore incomparable, when they carry different route distinguisher values.

Distributed by MP-BGP

Labeled VPN routes are exchanged over the MP-BGP sessions, which terminate on the PE routers.

VPN Route Masks

A 32-bit IPv4 prefix combined with the other fields in a VPN-IPv4 address produce a VPN-IPv4 prefix with a mask of 120 bits. The
Junos operating system only displays the mask for the IPv4 prefix portion of the prefix. Thus, in this case, the operation would
see a VPN-IPv4 prefix with a mask length of /32.
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Two Route Distinguisher Formats Defined

| &ByeRouteDistinguisher |——¢—| 4-Byte IP Address |—1

\—n Assigned Number Field: Numberassigned by the identified
authorityfora particular purpose

L—» Administration Field: Identifies the assigned numberauthority

—» 2-Byte Type Field: Determines the lengths of the other two fields

= Two values are defined for type field: O and 1
e Type O: adm field = 2 bytes, AN field = 4 bytes
« Admfield should contain an ASN from IANA
« ANfield is a number assigned by service provider
* Type 1. adm field = 4 bytes, AN field = 2 bytes
« Administration field should contain an IP address assigned by IANA
« Assigned number field is a number assigned by service provider

e Examples: 10458:22:10.1.0.0/16 or
1.1.1.1:33:10.1.0.0/16

The route distinguisher can be formatted two ways:

. Type O: This format uses a 2-byte administration field that codes the provider’s autonomous system number,
followed by a 4-byte assigned number field. The assigned number field is administered by the provider and should
be unique across the autonomous system.

. Type 1: This format uses a 4-byte administration field that is normally coded with the router ID (RID) of the
advertising PE router, followed by a 2-byte assigned number field that caries a unique value for each VRF table
supported by the PE router.

The examples in the graphic show both the Type 0 and Type 1 route distinguisher formats. The first example shows the 2-byte
administration field with the 4-byte assigned number field (Type O).

Disambiguates IPv4 Addresses

As mentioned on the previous page, the route distinguisher allows the router to disambiguate two identical IP prefixes.

VPN-IPv4 Routes

The ingress PE router adds (or prepends) the route distinguisher to the IPv4 prefix of routes received from each CE router. These
VPN-IPv4 routes are then exchanged between PE routers using MP-BGP. The egress router converts the VPN-IPv4 routes back
into IPv4 routes before inserting them into the site’s routing table.

Used Only in the Control Plane

The VPN address family exists only in the signaling or control plane between PE routers. Routes that match VPN policy, and are
therefore installed into a particular VRF table, have the 8-byte route distinguisher (and MPLS label) removed so that they appear
as conventional IPv4 routes in the VRF table. Because the site-specific VRF tables provide route isolation, there is no need for
the route distinguisher once a route is safely stored away in a VRF table. Only signaling exchanges between PE routers use the
VPN-IPv4 address format.
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Overlapping Routes Revisited

VPNA
L0 Site 2

............. CE-A2 é’ﬁ ;
\— % .

VPN A Eﬁ CE-A1 10458:22:10.1/16 5

10458:23:10.1/16

= The overlapping routes from A and B appear to be
non-overlapping to PE2 because of the prepended
route distinguisher

With the inclusion of the route distinguisher, the overlapping address spaces used by VPN customers A and B do not cause
ambiguity at PE 2 because the different route distinguishers make these routes incomparable.

The sole purpose of the route distinguisher is to make what would otherwise be identical addresses incomparable. The PE
routers do not interpret or act on the fields in the route distinguisher for any other reason.
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Control Flow
VPN A CE-A2 T =
Sl
M ‘,"“‘ CE-A1 P P
3. ey VPN B
;I:;g? ﬂ PE 2 Site 2
%ﬁ PE 1 #r,_: sl
83 VPN A
CE-BL P p Site3

= Control flow (signaling plane):
e Routing information exchange between CE and PE routers
* Independent at both ends
e Routing information exchange between PE routers
* | SP establishment between PE routers (RSVP or LDP
signaling)
= Data flow (forwarding plane):
e Forwarding user traffic

VPN control flows exist at various places in the RFC 4364 environment. First, we have the signaling exchange between CE and
PE routers that can take the form of OSPF, RIP, BGP, or even static routing. The control exchanges between PE and CE routers
are totally independent, due to the PE routers terminating the local CE-PE signaling flows. The PE routers then use MP-BGP to
convey routes from site-specific VRF tables for the purposes of populating the VRF tables on remote PE routers.

Finally, the need for LSPs in the provider’s networks results in the presence of MPLS-related signaling in the form of either RSVP
or LDP.
Data Flow

Data flow relates to the actual forwarding of VPN traffic from CE router to CE router using MPLS label-based switching through
the provider’s core.
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Administrative Policy

= \/PNs are defined by administrative policies

» Used for connectivity and quality of service guarantees
* Defined by customers

* Implemented by service providers
= Full-mesh or hub-and-spoke connectivity

» Logical VPN topology results from the application of export
and import route target policies

The use of policy in the PE routers determines the connectivity that results between VPN sites. While site connectivity
requirements are defined by the VPN customers, the act of implementing this policy is the job of the service provider.

Mistakes made by the provider when defining and implementing VPN policy can lead to security breaches at worst and broken
VPN connectivity at best.
VPN Topology Options

VPN policy is extremely flexible and can result in full-mesh, partial-mesh, or hub-and-spoke topologies. The combination of VPN
import and export policy determines the resulting site connectivity.
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Route Distribution Between PE Routers

= Distribution of routes is controlled by BGP extended
community attributes and VRF policy
* Route target
+ |dentifies a set of VRFsto whicha PE router distributes routes
» Site of origin/route origin
« |dentifies the specific site from which a PE router learns a route
= Structured similarly to the route distinguisher
* 8 bytes in length (2-byte type field, 6-byte value field)
* Type O:
« 2-byte global administrator subfield (ASN)
« 4-byte local administrator subfield
* Type 1.
» 4-byte global administrator subfield (IANA-assigned IP Address)
« 2-byte local administrator subfield

VPN policy makes use of extended BGP communities that allow PE routers to filter routes for which they have no VPN members.
When a PE router has locally attached VPN members, these communities allow the PE router to install the VPN route into the
VRF table associated with specific sites.

The most important extended community is the route target, which is used to convey a route’s association with a given VPN/VRF
table. The site of origin (So0) community is used in certain corner cases to prevent the unnecessary advertisement of routes
back to a site that originated it.

Structure of Extended Communities

BGP extended communities are defined in RFC 4360. Extended communities’ attributes have a structure similar to the route
distinguisher in that they are 8 bytes in length and support the same type code options and structure.

Route Advertisements

Each VPN-IPv4 route advertised by a PE router contains one or more route target communities. These communities are added
using VRF export policy or explicit configuration.

Receiving Routes

When a PE router receives route advertisements from remote PE routers, it determines whether the associated route target
matches one of its local VRF tables. Matching route targets cause the PE router to install the route into all VRF tables whose
configuration matches the route target.

Careful Policy Administration

Because the application of policy determines a VPN’s connectivity, you must take extra care when writing and applying VPN
policy to ensure that the VPN customer’s connectivity requirements are faithfully met. Several companies offer automated VPN
provisioning tools to minimize the work required when reprovisioning a VPN to meet changing customer requirements. These
tools can also limit the errors that tend to occur when changes are manually entered by human operators.
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Go to http://www.juniper.net/partners/oss_partners.html to obtain updated information on the alliances that Juniper Networks
has formed with the providers of such provisioning tools.

Routing Exchange
VPNB CE-1 bE. CE-2- VPNB
Site 1%‘*--. It :-:-;:-:-:-:-5;__._--% Site 2
CE-sF—h——GR———SR——CGh—— CE-4
i VRF —__ 4w VPNA
=2 OSPFY gijte 2
—

The following sequence of graphics discusses the end-to-end exchange of routing information between CE routers belonging to
the same VPN.

CE-4 sends the routes associated with VPN A Site 2 to its attached PE router. The 10.1/16 prefix can be exchanged using OSPF,
RIP, or BGP. Static routing can also place a site’s routes into the local PE router’s VRF table.

Whatever protocol is used between CE-4 and PE-2, the operation of this protocol is terminated by the PE router. This termination
provides isolation of the VPN site’s routing protocol and the MP-BGP protocols used to convey the routes between PE routers.
This isolation improves scalability and stability as malfunctions in the PE-CE routing protocol tend to be limited to that PE-CE

pairing.

Populating the Local VRF Table

VPNB cE-1 MP-BGP Session Rg.o CE2C VENB
Site 1€ —~ —=— &P site2
CE-3 7T = CE-4
w%——iis:z v ; ";5;55% VPNA
=S OSPF_ site 2

10458:23:10.1/16 ——— | 10.1/16

®

= [Pv4 address is added to the appropriate VRF table

Routes received by a local CE device are automatically installed into the VRF table associated with that site.
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VRF Export Policy

VPN A 4553y
site1

10458.23:10.1/16 10.1/16
‘— -
VPN RED Export

= VRF table is configured to advertise the routes in the
VRF table as L3 VPN routes using MP-BGP

* VRF table configuration adds VPN RED route target
community

The PE router evaluates the route based on its configuration. If the VRF export policy accepts the route, or if a VRF target is
configured, the PE router converts the address into the VPN-IPv4 format by adding the configured route distinguisher. At this
time the PE router also chooses a 20-bit MPLS label value used to associate received traffic with this VRF table. Lastly, the PE

router associates the route with one or more extended communities. At a minimum, the route will have a route target community
added.
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Advertisement to Remote PE Routers

Slte 1

LabelZ
Next Hop PE-2

10458:23:10.1/16
""" @ ¥PN RED Export +— 101716

= \VPN-IPv4 NLRI is advertised to other PE routers

* Inner label (also known as VRF label, BGP label)

e Extended communities
* Routetarget
» Site of origin
* BGP next hop (RID of advertising PE router)

In Step 4, PE-2 generates a BGP update message containing the route learned from CE4 at VPN Site A. This route is sent to all
MP-BGP peers configured on the PE router that have successfully negotiated the support of the VPN-IPv4 address family. Other
routes learned from the CE device that share common community attributes can be packed into a single NLRI advertisement.
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Import Targets Determine the Route’s Fate

VPNB “CE-1 MP-BGP Sessi CE-2” VPNB
- - £5slon -

Site 1 PPl === === - L PE2 & site2
CE-3 = = CE-4
MQ%__;; £ w VPNA
Site 1 OSP Site 2

104568:23:10.1 /16

VPN RED Import _ MPap \L’ESIGFI*ED Export «
@ Nezt Hop PE-2
= Fach PE router is configured with import route targets
* Importroute target is used to incorporate VPN-IPv4 routes into
VRF tables selectively

* |fimport route target matches route target attribute in BGP route, the route is
installed into the bgp . 1 3vpn table and copied into appropriate VRF table(s)

* Based on configured route target or import policies, 10458:23:10.1/16 is
copied into the RED VRF—but not the BLUE VRF

Step 5 shows the remote PE routers receiving the VPN route advertisement. These PE routers use their configured VRF import
policy or VRF target to determine if any of their local VRF tables have matching route targets.

If no local configuration matches the route target, the PE router silently discards the route. Thus, a PE router must only carry VPN
routes when it has one or more locally attached sites belonging to the same VPN. Should the remote PE router’s import policy or
VRF target change, BGP route refresh is used to solicit a retransmission of previously advertised routes, because route target
matches can now occur due to the policy modifications. Use of BGP route refresh means that BGP sessions do not have to be
disrupted when adds, moves, or changes to the VPN topology occur.

When the received route’s target does match a VRF table’s route target configuration, the PE router copies the VPN route into
the bgp - 13vpn .0 table. This table houses all received VPN routes whose route target matched at least one VPN’s
configuration. The route is also copied into one or more local VRF tables after having the route distinguisher removed. The result
is that prefix 10.1/16 is now present in PE-1's random early detection (RED) VRF table in a native IPv4 format.

PE-1 now associates the RID of PE-2 as the next hop for 10.1/16 when forwarding traffic that matches the prefix and was
received on its RED VRF interface.
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Label Association

VPNB CE-1 ’ CE-2° VPNB
Site 1 PE-1 - - Site 2
VPNASE o I
Site 1 Site 2

10458:23:10.1/16

VPN RED Import
ey s YN RED EXPOrL
1045823101716 MP-BGP n —|101/18

« Label Z
BGP Label(Inner)Label (£) Next Hop PE-2
MPLS(Outer) Label (¥)

= Fach VPN-IPv4 route in a VRF table is associated with:

* Inner (VRF) label to reach the advertised NLRI (carried in
MP-BGP update)

* Quter label to reach the PE router

= All routes associated with the same VRF interface can
share a common label

When VPN routes are advertised, part of the NLRI is the VRF label chosen by the advertising PE router. This label is often called
the inner label because it is always found at the bottom of the label stack. The purpose of this label is to associate received
packets with the correct VRF table.

The receiving PE router must be able to resolve the RID of the advertising route to an MPLS LSP stored in the inet. 3 table. If
an LSP does not exist to the advertising PE router, the route is hidden due to an unusable next hop. VPN traffic can only be
forwarded across the provider’s backbone using MPLS switching. If an LSP to the egress PE router does not exist, the VPN route
can never be used.

The result of this process is a two-level label stack used to forward packets across the provider’s backbone, and then to
associate the traffic with a specific VRF table on the receiving PE router.

Common Labels

RFC 4364 allows the PE router to issue a single VRF label for all routes belonging to a common VRF interface or to allocate a
unique label for each route being advertised. The Junos OS takes the former approach because it drastically reduces the
number of VRF labels that must be managed. Compliant implementations that use per-route VRF label assignment are
interoperable with this one-label-per-VRF-interface approach, however.
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Advertising Received Routes

VENB ~CE-1  pg3  MP-BGPSession CE-2oum
Slte1$-\; ------------- o = = /,% Site 2

VRF P

CE-3 D N ] CEZ
V|_=N A$__ \F% VPN A
Site 1 OSP Site 2

10;1 16 Next Hop PE-1

= Fach IPv4 route installed in a VRF table can be
advertised to the CE devices associated with that VRF
table

* For example, RIP, OSPF, and BGP

» Routing policy can be used on the PE-CE link to control the
exchange of routing information further

In the last step of the Layer 3 VPN signaling flow, the receiving PE router (PE-1) readvertises the routes learned from remote PE
routers to its locally attached CE routers.

These routes can be exchanged using any supported PE-CE routing protocol, or they can be defined statically on the CE device.
The CE device associates the PE router’s VRF interface as the next hop for the routes learned from the PE router.

Because the local PE-CE routing protocol is terminated by the PE router’s VRF table, in this example, CE-4 can run EBGP, while
CE-3 might be running OSPF or RIP.

Where wanted, you can use routing policy to control or refine the route exchange between PE and CE routers further. This policy
would function in addition to the VRF import and export policy discussed in this section.

LSP Must Exist Between Ingress and Egress PE Routers

LSP CE-2° VPNB

10.1/16

Because VPN traffic is forwarded across the provider’s backbone using MPLS, the presence of an MPLS LSP between ingress
and egress PE routers must be in place before VPN packets can be forwarded.

RSVP or LDP can establish the PE-to-PE LSP. The PE-to-PE LSPs can involve PE routers running LDP with the resulting LDP LSPs
tunneled over a traffic engineered RSVP LSP.
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CE Device Forwards VPN Traffic to PE Router

CE-2° VPNB
Site 2

CE-4

VPNA
Site 2

IP 10.1/16

On this graphic, the CE device performs a longest-match lookup on a packet addressed to 10.1/16. This lookup results in the CE
device forwarding the packet to the IP address associated with the PE router’s VRF interface.

PE Router Consults VRF Table for Longest Match

PE-1
1) Look uproutein Red YRF
2)Push BGP label (2)

3)Pushouterlabel (x)

VPNB CE-1 opo CE-2CVPNB
site 1€~ < Site 2
CE-3 -—— CE-4
w% w VPNA
Site 1 v _ v OSP Site 2

IP 10.1/16

the inbound interface

= Two labels are derived from the VRF route lookup and
are pushed onto the packet

Upon receipt of the packet, the PE router conducts a longest-match route lookup in the VRF table associated with the interface
on which the packet arrived.

Two Labels Derived

Assuming that a match is found, the PE router associates the packet with two labels: the VRF label originally advertised with the
route, and an outer MPLS label, assigned by either LDP or RSVP, which is used to associate the packet with the LSP between
ingress and egress PE routers.
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Two-Level Label Stack Required

PE-1
1) Lookup routein Red YRF
2) Push BGP label ()
VPN B CE-1 3)Pushouterlabel (x)

20—

Quter label (x)
BGP label (z)
P P 10.1/16
10.1.23 10.1.23
= Packets are forwarded using two-level label stack
* Quter (MPLS) label: * Inner (MP-BGP) label:
« |dentifiesthe LSP to egress * |[dentifies outgoing
PE router interface from egress PE
* Resolves BGP next hop to CE

through inet.3
« Distributed by RSVP or LDP

e Communicated in MP-BGP
updates (control plane)

The PE router performs a double label push operation involving both the VRF and MPLS labels. The VRF label associates the
packet with the correct VRF table on the egress PE router while the MPLS label associates the packet with the LSP that
terminates on the egress PE router. The ingress PE router now forwards the labeled packet to the next-hop LSR along the LSP’s
path.

MPLS Forwarding Across Provider Core

VPNB " CE-1 CE-2/ VPNB
site 1§~ —F PE Site 2

o ié:éf’_ | E,:;é VPN A
ite i
Outer label (%) OSP i

BGP label (2)
- 10.1/16
101.23

As the labeled packet traverses the provider’s core, the LSRs that make up the LSP act upon (and swap) the outer MPLS label.
In contrast, the inner VRF label remains untouched throughout the labeled packet’s journey.

The use of exact match MPLS forwarding allows the P routers to forward the packet towards the egress PE router correctly,
without any awareness of the labeled packet’s contents. This concept is key to RFC 4364 scalability, because this MPLS
capability is what allows P routers to remain unaware of the VPN.

© 2013 Juniper Networks, Inc. All rights reserved. Layer 3VPNs ¢ Chapter 7-19



JNCIS-SP Study Guide—Part 3
Penultimate Hop Popping

Penultimate
Pop toplabel CE-2° VPNB
PE-2 Site 2
$— —— CE-4
— ARV VPNA
Site 2
BGP label ()
- 10.1/16
10123

= Penultimate hop popping (before reaching the egress
PE router) removes the outer label

The last P router in the LSP’s path performs a pop operation, which results in a single-level label stack. The packet is now
forwarded to the LSP’s egress point with only the VRF label.

VRF Label Removed by Egress PE Router

CE-2/ VPNB
= :/$ Site 2
izl

&p VPNA

Q_SPF Site 2

-p
IP f
10.1.2.3 10.1/16

=" The inner label is removed at the egress PE router

= The native IPv4 packet is sent to the outbound
Interface associated with the label

The egress PE router uses the received VRF label to map the packet to a specific VRF interface.

IPv4 Packet Sent to Outbound Interface

After mapping the packet to a specific VRF interface, the VRF label is popped, and the packet is sent to the CE device attached
to that VRF interface.
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Review Questions

1. Can you define the roles of P, PE, and CE routers?
What is the format of VPN-IPv4 addresses?
What is the role of the route distinguisher?

Describe the flow of RFC 4364 control information.

Explain the operation of the RFC 4364 forwarding
plane.

o B~llw N

Answers to Review Questions
1.

The CE router is located at the customer’s VPN site and only participates in the customer’s routing. The PE router is located on the edge
of the provider network and participates in both the customer’s routing and the provider’s network. The PE maintains all of the customer
specific VRF tables. The P routers participate in the core network and is able to forward VPN traffic using MPLS LSPs without knowledge
of the customer’s network.

2.

The VPN-IPv4 NLRI consists of an MPLS label, a route distinguisher, an IPv4 address, and a 120 bit mask.
3.

The route distinguisher is used to disambiguate overlapping IPv4 addresses.
4.

Some routing method (OSPFE, BGP, static routing) is used to share routes between the customer VPN sites and the PE routers. MP-BGP is
used by PE routers to pass customer routes learned from CE routers to other PE routers. PE routers will then pass VPN routes learned
from other PE routers to the associated CE routers.

5.

A CE router will forward IPv4 packets to the locally connected PE router. The PE router will perform an route lookup using the VRF
table associated with the incoming interface. The PE router will then encapsulate the packets in 2 MPLS headers: the innermost will be the
label learned from MP-BGP while the outermost will be the label associated with the LSP that ends at the remote PE. The P routers along
the LSP will perform label swapping on the outermost header as the packet traverses the provider’s network. The penultimate router along
the LSP will pop the outermost label and send a singly labeled packet to the remote PE. The remote PE will analyze the packets label in
order to map the packet to a particular routing table, VRE The remote PE pops the MPLS label and forwards the IPv4 packet to the
remote CE router.
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Chapter 8: Basic Layer 3 VPN Configuration

This Chapter Discusses:

. Creating a routing instance, assigning interfaces, creating routes, and importing/exporting routes within the
routing instance using route distinguishers and route targets;

. The purpose of BGP extended communities and how to configure and use these communities;

. The steps necessary for proper operation of a provider edge (PE) to customer edge (CE) dynamic routing protocol;
and

. Configuring a simple Layer 3 virtual private network (VPN) using a dynamic CE-PE routing protocol.

Preliminary Steps

* Choose and configure the IGP for PE and P routers

» Configure MP-BGP peering among PE routers
« Mustinclude VPN-IPv4 NLRI capability

* Enable the label-switched path sighaling protocols

* Establish LSPs between PE routers

The following steps are needed to establish an IP infrastructure capable of supporting a Layer 3 VPN:

1. The provider core must have a functional interior gateway protocol (IGP) provisioned on the PE and provider (P)
routers. Generally speaking, neither internal BGP (IBGP) nor MPLS signaling protocols function without a working
IGP. If Constrained Shortest Path First (CSPF) label-switched paths (LSPs) are used, the IGP must support traffic
engineering extensions.

2. Next, the Multiprotocol Border Gateway Protocol (MP-BGP) peering sessions should be established between the
loopback addresses of the PE routers. PE routers not sharing VPN membership do not have to peer with MP-BGP.
However, having the sessions in place can simplify operations later, should the PE routers find themselves
attached to sites which are to form a VPN. Because these MP-BGP sessions are used to advertise VPN routes, the
VPN-IPv4 address family must be configured and successfully negotiated.

3. You should now decide on an MPLS signaling protocol and provision it on all PE and P routers involved in VPN
signaling or traffic forwarding. While it is possible to use a static LSP, the degree of manual labor and lack of
operational status makes a static LSP difficult in large-scale networks.

4. Once you have completed the previous steps, configure LSPs between all PE routers that are expected to support
a given VPN. The use of RSVP requires that you manually configure each LSP at the ingress node. In contrast, just
enabling LDP results in LSP connectivity among all routers.
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VPN Configuration in PE Routers Only

When your PE-PE MP-BGP sessions and LSPs are correctly established and operational, you are ready to begin the task of
configuring a Layer 3 VPN. The good news is that a subset of your routers, namely the PE routers, perform all VPN-specific
configuration.

Routing Tables Used for VPNs

* 1net.0

« Main IP routing table. relevant for IGP and BGP
e lnet.3

« RSVPand LDP routes installed. relevant for BGP only
empls.O

« MPLS switching table

e vypn—name.lnet.0

« Stores all unicastIPv4 routes received from directly connected CE
routers and all explicitly configured static routes in the routing
instance

» Foreach von—-name.inet. 0 routing table. one forwarding table
is maintained

*bgp.l3vpn.UO

« Stores all VPN-IPv4 unicast routes received from other PE routers

* Thistable is present only on PE routers—routes are resolved using
the informationin the inet. 3 routing table

The following list provides information about the routing tables used for VPNs:

. inet.0: Stores routes learned by the IGP and IBGP sessions between the PE routers. To provide Internet access to
the VPN sites, configure the vpn. inet.0 routing table to contain a default route to the inet.0 routing table.

. inet.3: Stores all MPLS routes learned from LDP and RSVP signaling done for VPN traffic. VPN IBGP (family
inet-vpn) relies on next hops in the inet.3 table.

. mpls.0: Stores MPLS switching information. This table contains a list of the next label-switching router (LSR) in
each LSP. It is used on transit routers to route packets to the next router along an LSP.

. vpn-name. inet.0: Stores all unicast IPv4 routes received from directly connected CE routers in a routing
instance and all explicitly configured static routes in the routing instance. This table is the VPN routing and
forwarding (VRF) table and is present only on PE routers. For example, for a routing instance named vpn-a, the
routing table for that instance is named vpn-a. inet.0. The vpn-name. inet .0 table also stores routes
announced by a remote PE router that match the import criteria for that VPN. This PE router tags the route with the
route target that corresponds to the VPN site to which the CE belongs. A label is also distributed with the route.
Routes are not redistributed from the vpn-name . inet.0 table to the bgp . 13vpn .0 table; they are directly
advertised to other PE routers. For each routing instance, one forwarding table is maintained in addition to the
forwarding tables that correspond to the router’'s inet.0 and mpls.0 routing tables.

. bgp - 13vpn.0: Stores all VPN-IPv4 unicast routes received from other PE routers. This table is present only on PE
routers. When a PE router receives a route from another PE router, it places the route into its bgp . 13vpn.0
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routing table after evaluating this route against the configured VRF parameters. The route is resolved using the
information in the inet. 3 routing table. The resultant route is converted into IP version 4 (IPv4) format and
redistributed to the vpn-name . inet.0 tables on the PE router if it meets the configured criteria.

The Need for the inet-vpn Address Family

Because the PE routers are expected to send and receive
labeled VPN routes, you must configure the corresponding
address family on the MP-BGP sessions between PE
routers.

This graphic shows the configuration syntax used to support
the VPN-IPv4 network layer reachability information (NLRI)
for a BGP session.

Once an address family is explicitly configured on a BGP
session, you must also explicitly configure the default
address family of inet unicast if the PE router is
expected to receive both conventional IP as well as VPN
routes. Many providers try to keep full Internet routing feeds

[edit]

user@rl# show protocols bgp

group my-int-group |

type internal;

local-address 182.168.1.1;

family inet {
unicast;

1
family inet-wvpn |
unicast;

}
neighbor 192.168.1.3;

off their PE routers by using a default route in inet.0 that

points to a P router with a complete BGP table. In such a network, your PE-to-PE MP-BGP peering sessions might not need the

inet unicast family.

BGP Route Refresh

The BGP route refresh capability is important when supporting VPNs as PE routers summarily discard all route advertisements
that do not contain matching route targets. Without the route refresh capability, you would have to clear MP-BGP sessions when
changes are made to VPN membership, which would result in disruption to all other VPNs that might share the MP-BGP session.
The Junos operating system automatically negotiates the route refresh capability, so this feature does not require any explicit

configuration.

Verifying MP-BGP Peering Session: NLRI Information

userliiRl> show bgp neighbor 192.168.1.3

Last Error: None

Options:

Peer: 192.168.1.34+50833 AS 65512 Local:
Type: Internal State: Established
Last State: Openconfirm Last Event:

<Preference LocalAddress AddressFamily Rib-group Refreshs

192 .1A8.1.1+179 A3 £5512
Flags: <Syncx
RecvEseephlive

|Address families configured: inet-unicast inet—vpn—unicastl

Local Address: 1Y%2.16H.1.1 Holdtime:
Number of flaps: 1

Last flap event: RecvNotify
Error: "Cease’ Sent: 0 Recwv: 1
Peer ID: 192.168.1.3 Local ID:

Keepalive Interval: 30
EFD: disabled, down

NLEI for restart configured on peer:

192.168.1.1
Peer index: O

Ul Preference: 170

Active Holdtime: 90

inet-unicast inet-vpn-unicast

NLEI advertised by peer:
NLRI for this session:
Peer supports Refresh capability (2)

inet-unicast inet-vpn-unicast
inet-unicast inet-vpn-unicast

Eestart time configured on the peer:
Stale routes from peer are kept for:
Restart time requested by this peer:

300

1Z0

120

This graphic shows the results of the show bgp neighbor command, where the BGP speakers have successfully negotiated
both the VPN-IPv4 address family and the BGP route refresh capability.

© 2013 Juniper Networks, Inc. All rights reserved.
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Verifying MP-BGP Peering Session: Route Tables

user(@Rl:> show bgp neighbor 192 .168.1.3
Peer: 102.168.1.3+450833 AS 65512 Local: 192.168.1.1+179 AS 65512

|Table bgp.lepn.Dl
RIE State: BGP restart is complete
RIE State: VPN restart is complete
dend state: not advertising
Ective prefixes:
Feceived prefixes:
hccepted prefixes:
Suppressed duse to damping:
|Table vpn-a.inet.0]Bit: 50000
RIE State: BGP restart is complete
RIB State: VPN restart is complete
Send state: in svnc
Ective prefixes:
Received prefixzes:
Ecocepted prefixes:
Suppressed due to damping:
Advertised prefixes:

= BN

| e T Y SN I N

A BGP speaker that has negotiated the VPN-IPv4 address family automatically creates the bgp - 13vpn .0 route table used to
store all routes received from other PE routers with at least one matching route target. If no routes have matched the PE router’s
VRF import policies, the bgp - 13vpn .0 table is still created, but it remains empty.

Routes with matching route targets are also copied into one or more local VRF tables. In this example, all received routes with a
matching route target were copied into the vpn-a. inet.0 VRF table. The sum of all VRF table entries should match the total
number of routes stored in the bgp - 13vpn .0 table.

PE Router Configuration

Virtually all VPN-specific configuration and operational monitoring occurs on the PE routers.

PE Routing Instance

VRF tables are created as separate routing instances within the Junos OS. You must associate each instance with one or more
logical interfaces. Configuration of the route distinguisher is another mandatory aspect of VRF instances.

You must also link the VRF instance with either the virf-target statement or VRF import and export policy statements.
Finally, you must configure the VRF instance with a set of routing protocol properties compatible with the configuration of the
attached CE routers.

VPN Policy

In the case where VRF import and export policies are used, the Junos OS does not allow you to commit your VPN configuration
until the policy statements to which the VRF table is linked are created.

Minimum policy configuration involves the definition of route target community and the VRF import and export policies that use
the route target to associate the route with a particular set of VRF tables.
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Layer 3 VPN Example

= Network characteristics:
* |GP is single-area OSPF

* RSVP sighaling between PE devices, LSPs established
between PE routers (CSPF not required)

* MP-BGP peering between PE routers, loopback peering,
VPN-IPv4 NLRI

* CE-PElink running EBGP
* Full-mesh Layer 3 VPN between CE-A and CE-B

Provider Core
ASBER1Z
Site 1 OSPF Areg O Site 2
AS BB101 A= BE101
7 R1 R2 R3
o @ @ Qe @ @
10.0.10.0/24 17222 2100/24 172.222120/24 10.0.11.0/24
CE-A FE p PE CE-B
oD 1921658111 oD 19216511 oD 182165813 oD 192168112

The diagram serves as the basis for the various configuration and operational mode examples that follow.

The IGP in use is Open Shortest Path First (OSPF), and a single area (Area 0) is configured. This example does not rely on the
functionality of CSPF, so traffic engineering extensions are not enabled.

RSVP is deployed as the MPLS signaling protocol, and an LSP is configured between the R1 and R3 PE routers.

An MP-BGP peering session is configured between the loopback addresses of the PE routers. The VPN-IPv4 and inet
unicast address families are configured.

In this example, the CE routers run EBGP. This results in the need for the PE routers to also run EBGP within their VRF routing
instance.

The overall goal of this network is to provide full-mesh (which is point-to-point in this case) connectivity between the two CE
routers shown. This application is considered full mesh as the resulting configuration readily accommodates the additional sites
with any-to-any connectivity.

VRF Instances

= VRF tables are created atthe [edit routing-
instances instance-name] hierarchy:

[edit routing-instances vpn-a]
user@Rl# show

instance-type vri;

interface <interface-name>;
route-distinguisher <rd type>;
vri-target <targef communitys;

VRF routing instances are configured under the [edit routing-instances instance-name] portion of the
configuration hierarchy.
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This graphic reflects the required parameters for a VRF instance called vpn-a using the vrf-target option. Additional
details about each required option is outlined in the following section:

instance-type: Defines the type of routing instance being created and what parameters you have available to
configure;

interface: Identifies the logical, private interface between the PE router and the CE router on the PE side;

route-distinguisher: An identifier attached to a route, enabling you to distinguish to which VPN the route
belongs. Each routing instance must have a unique route distinguisher configured; and

vrf-target or vrf-import/vrf-export policies:

- vrf-target: VRF import and export policies are generated that accept and tag routes with the specified
target community.

- vrf-import/vrf-export policies: Defines how routes are imported and exported for the local PE
router’s VRF table.

You configure the PE-CE routing protocol under the protocols subhierarchy; you configure static routing under the
routing-options sub-hierarchy.

Manually Assigning the Route Distinguisher per VRF Table

= Manually assign the route distinguisher per VRF

[edit routing-instances vpn-a]
user@dRl# show

instance-type vri;

interface ge-1/0/4.0;
|route-distinguisher 192.168.1.1:1;|

We manually assigned the VRF table on the graphic a route distinguisher of 192.168.1.1:1, which is an example of the Type 1
Route Distinguisher format. Each unique instance of a VRF table on this PE router must be given a unique assigned number to
ensure that overlapping addresses from multiple VPN customers do not interfere with each other. This task can become
daunting when dealing with hundreds of VRF tables on a single PE router.

Dynamic Assignment of the Route Distinguisher

= Enable router to dynamically assign a unique Type 1

route distinguisher to every configured VRF

[edit routing-options]

uzer@@Rl# show
|route-distinguisher-id 192.168.1.1;|
autonomous-system 655127

With this configuration, all VRF tables configured on this router will have a dynamically assigned Type 1 route distinguisher
based on the route-distinguisher-id configured on the graphic (for example, 192.168.1.1:1, 192.168.1.1:2, etc...) The
function of assigning a unique route distinguisher per VRF table is no longer your responsibility. You can override the dynamically
assigned route distinguisher by manually configuring it under the [edit routing-instances vpn-name] hierarchy.
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A VRF Instance Example

= Create a VRF table called vpn-a with BGP running

between the PE and CE routers using the
vrf-target statement;

[edit routing-instances]
uzerl@Rl# show
vpn-a
instance-type vrf;
interface ge-1/0/4.0;
route-distinguisher 152.168.1.1:1;
|rf-target tarcget:65512:101;|
protocols
bgp {
group my-ext-group {
type external:
peer-as &5101;
neighbor 10.0.10.2;

}

This example has a sample VRF instance configuration that supports EBGP routing on the PE-CE link. VRF tables require a
routing instance type of vrf.

As reflected in the graphic, we configured a single VRF interface (ge-1/0/4.0). You should take care to specify the correct logical
unit, especially when non-default unit numbers are in use.

We assigned this VRF table a route distinguisher of 192.168.1.1:1, which is an example of the Type 1 route distinguisher format.
In this case, the PE router’s loopback address is used as the administration field. Using the PE’s router ID (RID) in the route
distinguisher can assist with troubleshooting. You can easily track route advertisements back to the PE that generated them,
based on the route distinguisher. The assigned number for this VRF table is 1. As mentioned previously, each unique instance of
a VRF table on this PE router must be given a unique assigned number to ensure that overlapping addresses from multiple VPN
customers remain separate.

We linked this VRF instance to a VRF target community. This method is the easiest way to configure advertisements of Layer 3
VPN routes between PE routers. Another method that can be used is to specify the import community and export community
independently (not shown). The import statement causes all received Layer 3 VPN MP-BGP routes tagged with the correct
target community to be placed into the vpn-a. inet.0 table. The export statement causes all routes in the
vpn-a.inet.0 table to be advertised and tagged with the listed target community to all MP-BGP peers.

Finally, the graphic shows a standard EBGP configuration under the protocols hierarchy of the VRF instance’s configuration.
PE-CE routing protocols are configured for VRF instances the same way as they are configured under the main instance, with the
only differences being their association with a VRF instance. If needed, BGP import and export policies can be applied to the
BGP instance to refine and control the exchange of BGP routes on the PE-CE routing instance (not shown).
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Another VRF Example

= Create a VRF table called vpn-a with BGP running
between the PE and CE routers using vrf-import
and vrf-export policies:

[edit routing-instances]

user@R1l# show

vpn-a {

instance-type wvrf;

interface ge-1/0/4.0;

route-distinguisher 152.168.1.1:1;

vri-import import-vpn-a:

vri-export export-vpn-a:

protocols |

bgp {
group my-ext-group {

type external;
peer—-as 65101;
neighbor 10.0.10.2;

}

This example shows the use of virf-import and vrf-export policies rather than the vrf-target statement. This
methodology gives an administrator more control over the routes advertised between PE routers, but it requires more
configuration.

We linked this VRF instance to VRF policy statements. The router does not allow a commit until the import-vpn-a and
export-vpn-a policy statements are created under the [edit policy-options] hierarchy. We will define these policies
next.
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VRF Import Filters Routes Learned from Remote PE Routers

" |[nstalls routes learned from other PE routers using
MP-BGP

* Routes with the specified community are installed in the
associated VRF table

[edit policy-options]
userdR1l# show

policy-statement import-vpn-a {
term 1 {
from {
protocol bgp:
|community vpn-a: |

I

then accept:
¥
term 2 {

then reject;
}

}

community vpn-a members target:65512:101;

This graphic provides an example of a typical VRF import policy. A VRF import policy only filters routes learned from remote PE
routers through the MP-BGP peering sessions.

The term 1 of policy import-vpn-a matches BGP routes containing the community string defined under the community
name vpn-a. You can also see that the community associated with this name is a route target extended community. When a
match occurs in term 1, the route is accepted and installed into the VRF tables linked to this policy.

The term 2 of policy import-vpn-a serves as an explicit definition of the default policy for VRF import; that is, the PE router
rejects all VPN routes by default. Put another way, a PE router only accepts a VPN route when an explicit route target match
occurs in conjunction with an accept action.When dealing with security, it is usually better to use explicit rather than implicit
rules, as explicit rules tend to avoid the misinterpretations, which can lead to unexpected connectivity.
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VRF Export Policy Filter Routes Sent to Remote PE Routers

= This policy advertises routes learned through BGP
from the CE router while adding the route target

* Matching routes are sent to MP-BGP peers that have
advertised VPN-IPv4 NLRI capabilities

[edit policy-options]
user@dRl# show

policy-statement export-vpn-a {
term 1
from protocol bgp:
then |
[community add vpn-a; |
accept;

}
¥
term Z {
then reject;
¥
¥

community vpn-a members target:e5512:101;

This graphic provides an example of a typical VRF export policy. A VRF export policy is only used to filter routes being advertised
to remote PE routers through the MP-BGP peering sessions.

Term 1 of the policy matches routes learned from BGP. Because in this example the PE-CE routing protocol is BGP, all routes
learned from the CE router match term 1 of the policy.

Matching routes have the community associated with the named community vpn-a added before being accepted for
advertisement to the remote PE routers. Again, you can see that the community being added to the route is a route target BGP
extended community.

As with the VRF import policy, term 2 provides explicit declaration of the default VRF policy action. Together, the two terms
ensure that only routes learned from the CE router using EBGP are accepted for transmission to the remote PE routers with the
proper parameters.
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The Route Target Community

® The target tag specifies the route target

* Policy matches on the route target control which routes are
imported into a given VRF table

[edit policy-options]
userdR1l# show

community vpn-a members |target:65512:101:|

" The origin tag allows the specification of site of origin
community

» Site of origin can be used to prevent routing loops when a
user has multiple AS numbers

[edit policy-options]
userdR1l# show

community S$o0 members |origin:192.166.1.1:101; |

Named communities under the [edit policy-options] portion of the configuration hierarchy define extended BGP
communities. The graphic shows the syntax for extended community definition.

The route target community is critical to the operation of Layer 3 VPNs because only routes with matching route targets can be
installed into a particular VRF table. This example shows a route target community using the Type O format, which uses a 2-byte
administration field—set to the provider’s autonomous system (AS) number—followed by a 4-byte assigned number field.

All members of a VPN setting and matching the same route target is common, but not mandatory.

The Site of Origin Community

The site of origin community associates a route with the site that originates the advertisement. A PE filter uses this community
to filter the advertisement of a route back to the site from which it originated. Site of origin is optional and is only needed in
certain corner cases. A sample application of the site of origin community is shown in subsequent pages.

The site of origin community in the example on the graphic uses the Type 1 format using a 4-byte administration field followed by
a 2-byte assigned number field. In this case, the community is coded with the RID of the PE router that attaches to the CE
device. The community uses the number 101 to distinguish this site from other sites this PE router might also serve.
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PE-CE Routing Policy

= Junos OS import/export policies can be applied to
VRF instances
* BGP and RIP allow both import and export

* OSPF allows export policies and limits import policies that
set priority or filter OSPF external routes

« Rejectaction is ignored if applied to a non-external route on an
import policy

In addition to the VRF import and export policies, which control the exchange of routes between PE routers, you can also use
routing policy to control the exchange of routes on the PE-CE routing instance. Using BGP or RIP as a PE-CE routing protocol
permits both import and export policies. OSPF can also have export policies, but has limited functionality when implementing an
import policy. OSPF import policy can only be used to set priority or to filter OSPF external routes. If an OSPF import policy is
applied that results in a reject terminating action for a non-external route, then the reject action is ignored and the route is
accepted anyway. This behavior prevents traffic black holes, that is, silently discarded traffic, by ensuring consistent routing
within the OSPF domain.

Affects PE-CE Route Exchange

Routing policy applied under the protocols portion of a VRF table only affects the routes being exchanged on the local PE-CE
link. To control the exchange of VPN routes between PE routers, VRF import and export policies must exist.
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PE-CE Policy Example

[edit routing-instances vpn-a protocols]
userlRl# show
bgp {
group my-ext-group {
type external;
| import import-cust-a; |
peer-as 65101;
neighbor 10.0.10.2;

[edit policy-options]
userBRl# show
policy-statement import-cust-a {

term 1 {
from protocol bgp:
then {
community add cust-a;
accept;
i
}

i

community cust-a members 65101:1;

This graphic provides an example of a PE-CE BGP routing instance using an import policy to alter the properties of the routes
received from the local CE device. The policy statement import-cust-a accepts all BGP routes into the local VRF table after
adding the community values associated with the named community cust-a.

You can also use route filter statements to accept or reject routes explicitly based on the prefix and mask lengths.
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Customer Sites with a Common Autonomous System Number

® Jse the as-override option when CE routers
belong to the same AS

* Causes the PE router to overwrite CE's AS number with the
provider's AS number (two provider AS numbers in AS path)

" The autonomous-system loops n option can
also be used on the CE router
e advertise-peer-as needs to be configured on the PE

" remove-private can also work if private AS

numbers are in use STGHdEI0

AS Bbb12

Site 1 | =
O5PF Area O Site 2
ASBR101 rea AS BE101

Rl R2 F3

. 2 1 4 2 2 1 4 2 Site 2
10.0.10.0/24 172,22 210.0/24 172.22.212.0/ 24 10.0.11.0/24

CEA EE P PE CE-B
Io0192.168.11.1 Route-192 168 11.1 Route-192 168 11.1 100 192168112
AS Path 65101 | AS Path 65512 65512 |

Because BGP uses the AS-path attribute to detect loops, problems can arise when VPN sites use the same AS number, as the CE
routers ordinarily discard routes indicating an AS path loop. When sites are assigned the same AS number, the as-override
configuration option is one way of supporting the interconnection of customer sites using EBGP as the PE-CE routing protocol
(as-override is configured on the PE router, under the protocolls bgp hierarchy within the VRF routing instance).

PE Router Overwrites Site’s AS Number

In operation, the egress PE router configured to perform the AS override function replaces the AS number added by the
originating VPN site with a second copy of the provider's AS number. This replacement results in two provider AS numbers in the
AS-path attribute when the route is delivered to the destination site. The graphic shows the operation, where the 192.168.11.1/
32 route is delivered to CE-B, with two instances of AS 65512 at the front of the AS-path attribute.

Allowing AS Loops

The Junos 0S also supports the explicit allowance of AS loops by setting the autonomous-system loops n parameter
under the BGP routing instance. When configured on the CE router, this parameter allows the CE router to install the
VPN-learned routes in its routing table by ignoring up to n instances of its own AS in the AS path attribute of received routes.

By default, the Junos OS does not advertise routes whose AS path attribute contains the peer’s AS. Because of this default
behavior, the autonomous-system loops n solution also requires that the PE router be configured with the
advertise-peer-as parameter at the [edit protocols bgp group group-name neighbor X.x.x.Xx]
hierarchy. This parameter causes the PE router to include routes whose AS path attribute contains the CE router’s AS number in
its advertisements the CE router.

Remove Private

The remove-private option provides yet another way of solving the problem, but only when the customer sites use AS
number from the private-use AS numbering space. In this case, you could enable remove-private under the PE router’s
main BGP routing instance. Enabling remove-private causes the PE router to remove any private AS numbers from the front
of the AS path when sending MP-BGP updates to remote PE routers.
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Independent Domain Setting

= Use this setting when CE routers belong to the same

AS and IBGP is used between CE and PE routers
» Causes the PE router to use a new attribute called ATTRSET
to carry customer attributes across provider network
* Customer’s attributes are restored or preserved when
advertised to the remote CE router
* Allows any EBGP peers of the customer to see only the
customer’s attributes, not the provider's

Provider Core

Site 1 AS B5512 Site 2

AS 65101 OSPF Area O A5 65101

R1 H2 R3
—_— 2 1 1 2 2 1 1 2 Site 2
10.0.10.0/24 172222100724 172.22.212.0/24 10.0.11.0/24
CE-A PE P PE CE-B

oD 162.168.11.1 o0 192.1668:44°2
Route-192.168.11.1 Route-192.168.11.1 Route-192.168.11.1

AS Path | (CE path) AS Path | (PE Path) A5 Path | (CE Path)

AUESIENES (CE el PE router copies attributes contained in ATTRSET

attribute into the IBGP advertisement sent to CE router

Here is a sample configuration of independent-domain on R1:

[edit routing-instances vpn-a]
user@R1# show
instance-type vrf;

routing-options {
autonomous-system 65101 independent-domain;
}
[edit routing-options]
user@R1# show
autonomous-system 65512;

As defined in draft-marques-ppvpn-ibgp-version.txt, this setting allows the PE routers to preserve the customer’s attributes by
storing them in the ATTRSET attribute because the routes cross the provider’'s backbone. Normally, without setting
independent-domain, the provider's attributes are added to the customer’s routes. In the example on the graphic, the
independent-domain setting allows the remote PE router to advertise routes to the remote CE router using the routes’
original attributes. Without the use of independent-domain on R1, the routes advertised from R3 to CE-B, would contain
an AS path of 65512 65101. This would cause CE-B to detect an AS-path loop and drop the routes. Also, if CE-B allowed for
AS-path loops as described on the previous graphic, any downstream EBGP peers of the customer’s would evaluate these routes
as being three AS hops away (that is, AS path = 65101 65512 65101.)
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Dual-Homed Sites Using as-override

= Use site of origin when CE router is dual-homed and
as—-override is required (corner case)

s as-override needed to exchange routes between sites

= Site of origin (and policy) prevents advertising routes
back to the source

* Advertising these routes back to the CE router can cause
forwarding loops with equipment that prefers EBGP over

| G P'l earn ed routes Provider Core Routes advertised with 500
AS BEGL1? community 1921681311
OSPF Area O o
R1 .--"“'" """
Site 1 b 1 2 5 I2h 0}(243 10011();24 W
A 65101 10.0.10.0,/24 L 1?2 22.210. 0/24 72 2 Site 2
CE-A R4 AS 65101
Provider Loopbacks ﬁ""*i‘?_‘?(?«f A
192168 1.« s
Routes rejected by
CEC

R4's WRE import policy

In this example, we see a two-site VPN, where one of the sites is dual-homed to two different PE routers. If the sites were using
different AS numbers, then use of the site of origin community would not be required as routes originated by Site 2 would be
rejected based on AS loop detection if they should ever be advertised back to Site 2. In this example, however, because both
sites use the same AS number, the as-override option is needed so that the routes being exchanged between Sites 1 and 2
are not rejected due to AS path-based loop detection.

The resulting scenario is one example of a corner case where you might use the site of origin community.

Preventing Inefficiencies and Potential Loops

In operation, the VRF export policy of the R3 is set to add a site of origin community to the routes it receives from CE-B.This
community uses the Type 1 format, with the PE router’s RID used as the administrator field. The assigned number, which is 1 in
this case, is associated with Site 2.

The VRF import policy statements of R4, match and reject routes having this particular community. The result is that routes
learned from Site 2, CE-B, are filtered upon receipt by R4, so they are not sent back to Site 2. To complete the application,
similar VRF export and import policies are applied on the R4 and R3 routers so that both PE routers prevent routes from being
sent back to Site 2.

In some cases, the use of site of origin as shown in this application just makes things more efficient in that it eliminates the
unnecessary transmission of route updates to Site 2. This elimination of unnecessary transmission in turn prevents the BGP
speakers in Site 2 from having to carry duplicate BGP routing information. In other cases, the use of site of origin can be
necessary to prevent forwarding loops. Some vendors prefer EBGP routes over IGP routes (the Junos OS does not), which could
result in a forwarding loop when routes learned from a site are redistributed back to that site using EBGP.

OSPF Routing

The support of OSPF routing on the PE-CE link requires a separate OSPF process for each VRF table. You configure these
processes under the protocols portion of a VRF table configuration. The actual steps required to configure an OSPF instance
in this case are no different from the steps needed to configure the main OSPF routing instance.
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OSPF Routes Transported Between PE Routers Using MP-BGP

Routes learned from the CE device using OSPF are sent to remote PE routers as labeled VPN routes using MP-BGP. The receiving
PE router can redistribute these routes to its attached CE device using OSPF or another routing protocol, such as BGP or RIP.

Two Methods

RFC 4577 defines two methods for advertising OSPF routes between CE routers that are running OSPF with their local PE
routers. The first method is through the use of the OSPF sham link. The second method is to make use of the BGP extended
community, domain ID, to control the link-state advertisement (LSA) translation between PE routers. We will discuss these two
options next.

Using Sham Links

= Can be used only when carrying OSPF routes between
CE routers within the same OSPF domain

Provider Metwork

OSPF PE PE OSPF
Lo @ @ @ -
CE CE

JSPF Sham Link

A sham link can be used when the CE routers belong to the same OSPF domain but not necessarily the same OSPF area. The
sham link essentially mocks an unnumbered point-to-point link within the VRF routing instance between PE routers.

Automatic Flooding of OSPF LSAs

= Flooding of OSPF LSAs is automatic

* Sham link appears as a point-to-point link between the PEs
« Point-to-pointlink within customer s OSPF domain
« Can be assigneda metric

* OSPF packets (hellos, LS updates, and so forth) are
tunneled across MPLS LSPs between PE routers

evrf-target or vri-import/export policy still required

Normally, a PE router must redistribute the VPN routes it has learned through its MP-BGP peering sessions into OSPF as external
routes (LSA Type 5/7) or summary routes (LSA Type 3). In the case of a sham link, once it is operational, OSPF packets are
tunneled between PE routers using the MPLS LSPs that are established between them. A PE router learning the MPLS-tunneled
LSAs from a remote PE router floods those LSAs to the local CE router. This behavior allows Type 1 and Type 2 LSAs to be passed
across the VPN between CE routers.

Although a PE router learns routes from the remote PE router using OSPF, it cannot use the OSPF routes for forwarding and
instead must use MP-BGP learned routes to forward traffic to the remote site. Thus, a PE router must not only learn the routes
using OSPF, but it must also learn the same routes using MP-BGP.
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OSPF Sham Link Example: Part 1

[edit routing-instances wpn-al
userdRl# show

instance-type vrf;

interface ge-1,/0/4.0;
[interface 100.1:
route-distinguisher 152.168.1.1:1;

vrf-target target:65512:101;
protocols {

ospt |
[sham-1ink local 152.168.11.3;|
area 0.0.0.0 {

interface ge-1/0/4.0;
interface 1o0.1;:

¥
[edit interfaces lo0]
user@R1l# show
unit 1 {
family inet {
address 152.168.11.3/32:|

¥
¥

sham-link-remote 1%2.168.11.4 metric 1;

1o0.1 added to vrfto be used as router 1D
for tunneled O=PF packsts

Source address of tunneled O5PF packsts,
which must also be advertised using MP-BGP

This graphic shows a VRF table configured to support OSPF operation on the PE-CE link as well as a sham link between PE

routers. The OSPF sham link’s local address must be the loopback VPN interface for the local VPN. To be reachable by the

remote PE router, this loopback address must be advertised using MP-BGP (solved with the vrf-target statement in the
graphic.) The OSPF sham link’s remote address must be a loopback VPN interface on the remote PE router.
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OSPF Sham Link Example: Part 2

userfRl> show ospf interface instance wvpn-a

Interface state Lrea DR ID EDR ID Nbhrs
ge-1/0/4.10 EDR 0.0.0.0 122.168.11.1 152.168.11.3 1
1o0.1 DR 0.0.0.0 152.168.11.3 0.0.0.0 0
shamlink. 0 PtToPt 0.0.0.0 0.0.0.0 0.0.0.0 1

userl@Rl> show ospf neighbor instance vpn-a

Ahddress Interface State ID Pri Dead
10.0.10.2 ge=-1/0/4.0 Full 192.1658.11.1 128 34
192.168.11.4 shamlink.0 Full 1%2.168.11.4 0 33
user@Rl> show ospf database instance vpn-a Router LsA for local CE, local PE,

remote PE, and remote CE routers
OSPF database, Area 0.0.0.0

Type D Adv Rtr Seq Age Opt Cksum  Len
Router 1%2.168.11.1 1%2.168.11.1 Oxg0000006 2386 0x22 0xf755 48
Router 1%2.1e8.11.2 1%2.168.11.2 Oxg0000007 5% 0x2Z 0x1279% 48
Router *#1%2.168.11.3 152.168.11.3 Oxg0000006 2376 0x22 0x5acf 48
Router 1%2.168.11.4 152.168.11.4 O0xg0000006 2377 0x22 0x8aic 48
WNetwork 10.0.10.2 152.168.11.1 Oxg0000002 450 0x22 0xlbab 32
Wetwork 10.0.11.2 152.168.11.2 Oxg0000002 343 0Ox22 0xZ22%a 32

This graphic displays some of the operational commands to help troubleshoot and verify OSPF sham links. Notice in the show
ospf neighbor command that the local PE router has formed an adjacency with the remote PE router over the sham link.
The topology used in the example is simply two CE routers, one P router, and two PE routers. Each router is an OSPF Area 0.0.0.0
internal router for the VPN. Notice in the output of the show ospf database command that exactly four router LSAs are
advertised representing each of the four routers in Area 0.0.0.0.

Carrying Routes Between OSPF Domains or Carrying Interarea Routes

A sham link can be used only when the CE routers belong to the same OSPF domain. OSPF domain IDs can also be used when
interconnecting a single OSPF domain and must be used when a Layer 3 VPN to connects multiple OSPF domains. Configuring
OSPF domain IDs allows an administrator control LSA translation between the OSPF domains.

Presenting OSPF Routes to the Remote CE Router

Normally, a PE router redistributes the VPN routes it has learned through its MP-BGP peering sessions as external routes (LSA
Type 5). LSA Type 7s are generated when the PE-CE OSPF instances are configured as a not-so-stubby area (NSSA).

The Junos OS supports the OSPF domain ID extended community, as defined in RFC 4577. This community allows the PE router
to present OSPF Type 1, 2, or 3 routes within the same OSPF domain to the CE router as network summaries (LSA Type 3)
instead of the default external route presentation. Presenting routes as summary LSAs makes it possible to support both a Layer
3 VPN and a legacy backbone with metric-based control over which backbone is actually used. This capability can simplify the
rollout of a new Layer 3 VPN-based backbone. OSPF routes with an external type are always presented to the remote CE device
as an external LSA, regardless of the domain ID setting. Subsequent pages provide an example of this application.

VRF Import and Export Polices for PE-CE OSPF Support

Users make mistakes in the VRF import and export policies when trying to use OSPF as the PE-CE routing protocol. In this
application, the VRF export policy must match and accept OSPF routes, while the VRF import policy must match and accept BGP
routes. Additionally, an export policy is required under the OSPF instance to allow the redistribution of BGP routes into OSPF.
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OSPF VRF Table Example

user@Rl# show
instance-type vrf;
interface ge-1/0/4.0;

vri-import import-vpn-a;
vrf-export export-vpn-a;

[edit routing-instances vpn-al

route-distinguisher 152.168.1.1:1;

protocols |
ospt {

area 0.0.0.0 {
interface all;

export export-cust-a;

}

}
[edit policy-options]
user@Rl# show

term 1
from protocol bgp:
then accept:

An export policy is required!
O5PF does not redistribute BGP routes by default

policy-statement export-cust-a|{

This graphic shows a VRF table configured to support basic OSPF operation on the PE-CE link. You can assume that the VRF
import policy matches BGP routes, and that the VRF export policy matches OSPF routes (the actual VRF policies are discussed in

the next graphic).

As indicated, you must specify an export policy under the OSPF instance to allow the redistribution of BGP into OSPF. This policy
is needed because, between PE routers, all routes are learned through the BGP protocol, regardless of what protocol is being

used on the PE-CE link.

The actual configuration of the OSPF instance is really no different from the configuration of a main OSPF routing instance. You
must specify the OSPF area number and list the VRF interfaces belonging to that area.
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Examples of VRF Policies for OSPF Support

[edit policy-options]
userBRl# show
policy-statement |export-vpn-a |{

terﬁfio$ Srotocol ospf;| The protocol match criteria is OsFF
then
community add vpn-a;
accept;
i
¥
term 2 {
then reject;
}
b
policy-statement|import-vpn-a |{
term 1
from {
protocol bgp:
community wvpn-a:
b
then accept:
}
term 2 {

then reject;

This graphic shows the VRF import and export policy needed to ensure that routes learned from the CE device using OSPF are

sent to remote PE routers, and that routes learned from remote PE routers using MP-BGP are accepted and installed into the
local PE router’s VRF table.

These two policies get the routes to and from the PE routers, but remember that a BGP redistribution policy is needed to get the
BGP routes learned from remote PE routers sent to the local CE device running OSPF.
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OSPF Routes Presented as Summary and External LSAs

®m Routes are advertised to the CE device as;

» AS-external (Type 9)

« Whenreceived as AS-external

* When OSPF domain IDs do not match
e SumMmary LSAs (Type 3)

« Whenreceivedas Type 1. 2. or 3 LSA and domain IDs match (lack
of domain ID causes implicit match)

user@d@CE-A> show ospf database
OSPF database, Area 0.0.0.0

Type o Adv Rtr Seq Age oOpt Cksum Len
Router 10.0.10.1 10.0.10.1 O=g0000004 2254 0x22 0xlde 36
Router *15%2.168.11.1 152.1658.11.1 0=B0000004 2293 0x22 0xfbs7 48
Network *10.0.10.2 152.168.11.1 OxB80000002 2293 0x22 0x30f2 32
Summary 10.10.10.0 10.0.10.1 O0xB0000002 1581 O0OxaZz 0x482 28
Summary  10.10.11.0 10.0.10.1 OxEB0000002 1174 0Oxaz 0xfsgéc 28
Surmmary 192.168.11.2 10.0.10.1 0xXB0000002 ToE  0xaz 0xz240b 28

OSPF AS SCOPE link state database

Type ID Ldv Rtr Seq Lge  Opt Cksum  Len
Extern 200.200.200.0 10.0.10.1 0=e0000002 355 0DxaZ 0x31dée 36
Extern 201.201.201.0 10.0.10.1 O0xB80000001 2307 O0Oxaz 0xffe 36

The result of this basic PE-CE OSPF configuration is shown on the graphic where the contents of CE-A’'s OSPF link-state database
(LSDB) are displayed. Because this basic example does not make use of the OSPF domain ID community, the R1 PE router
assumes that the remote CE router belongs to the same OSPF domain and presents them as summary LSAs to the attached CE
router when their route type does not indicate external.

As a result, the remote CE router’s external routes (the 200.200.200/24 and 201.201.201/24 prefixes), which are being
redistributed from static into OSPF, are presented as external LSAs (Type 5s), while the remote CE router’s internal OSPF routes
(the 192.168.11.2 loopback address, the 10.10.10/24, and the 10.10.10.11/24 OSPF interface routes not shown on the
topology) appear in the receiving CE router as OSPF summary routes (LSA Type 3s).

Subsequent sections detail the operation of the OSPF domain ID and show the effect of mismatched domain IDs on these same
routes.

Domain ID

Use of the domain ID community allows a PE router to redistribute routes learned from its MP-BGP sessions with remote PE
routers as OSPF LSAs when certain conditions are met. The LSAs generated by the PE router make use of a previously undefined
bit in the OSPF options field (the high-order bit) to prevent looping. In operation, the PE router sets the down bit when it
generates an LSA and ignores any received LSAs having this bit set.

The PE router also includes an OSPF route tag in the LSAs it advertises to the CE router. This VPN OSPF route tag is also used to
prevent the looping of LSAs. The VPN route tag is calculated automatically by default but might require manual setting as the
VPN route tag must be unique within the OSPF domain. You can set the VPN route tag manually with the domain-vpn-tag
option under the OSPF portion of the VRF table configuration. When computed automatically, the VPN route tag is based on the
provider’s AS number.

More Extended Communities
The OSPF domain ID specification requires the support of several BGP extended communities:

. The OSPF route type communities indicate the LSA type of the original OSPF route corresponding to this VPN-IPv4
route. Routes with an external type are always delivered to the CE router as an external LSA, whether or not the
domain ID of the route matches the local site.
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. The OSPF domain ID itself is supported with the VPN of origin extended community. The domain ID is normally
coded as a 4-byte IP address with a O suffix.

. The OSPF router ID community is only needed when supporting the optional OSPF sham link.

In operation, a PE router generates a summary LSA when the received route type is internal and carries a domain ID community
matching the domain ID configured under the local OSPF VRF instance (a missing domain ID on both the received route and the
local OSPF VRF instance is also considered to be a match). Mismatched domain IDs, or routes with external types, result in the
generation of external LSAs.

Backdoor Links

OSPF domain ID support facilitates a graceful migration from a customer’s existing (legacy) WAN backbone onto a Layer 3 VPN,
while allowing the use of both the legacy and VPN backbones during the transition period. With routes being presented as
summary LSAs, simple adjustments to OSPF metrics can be performed to direct traffic over the backbone of choice. The
metric-based selection of one backbone over another is extremely difficult when the routes learned over the VPN appear as
external, as a router always chooses internal and intra-area routes over external routing.

Rules for Receiving Type 1,2, or 3 LSAs

= |f the receiving PE router sees a Type 1, 2, or 3 route:
* Domain IDs match, advertised as a Type 3 LSA

* No domain ID on received route and no domain ID on the
local OSPF VRF instance, advertised as a Type 3 LSA

* With nonmatching domain ID, route is advertised as a
Type 5 LSA

For most OSPF configurations involving Layer 3 VPNs, you do not need to configure an OSPF domain ID. However, for a Layer 3
VPN connecting multiple OSPF domains, configuring OSPF domain IDs can help you to control LSA translation between the OSPF
domains and backdoor paths. When a PE router receives a route, it redistributes and advertises the route either as a Type 3 LSA
or as a Type 5 LSA, depending on the conditions that are listed on the graphic.

Rules for Receiving Type 5 LSAs

® |[f the receiving PE router sees a Type 5 route, itis
advertised as a Type 5 LSA irrespective of the domain
ID

There is only one thing to remember about a PE receiving Type 5 route. A Type 5 route will always be advertised as a Type 5
external LSA regardless of the domain ID configuration.
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Domain ID Example

[edit routing-instances vpn-al
userlRl# show
instance-type vri;
interface ge-1/0/4.0;
route-distinguisher 152.168.1.1:1;
vrf-import import-vpn-a;
vrf-export export-vpn-ar
routing-options {

|router-id 152.165.11.3;]|

i
protocols |
ospt |
|domain-id 1.1.1.14|
export export-cust-a:
area 0.0.0.0 {
interface all:
'
¥
'

This graphic shows the OSPF domain-id option in use in a VRF table configuration. If this PE router receives a VPN route that
has a matching domain ID community and an internal route type, it generates a network summary LSA to the attached CE
router. The trailing O is the default assigned number; it is not shown explicitly configured in this graphic.

This example also shows how you can configure the RID the PE router uses in the LSAs it generates. Even though the OSPF RID
does not have to be pingable, many technicians are accustomed to being able to ping the RID of an OSPF router. Because the
customer site normally does not carry provider routes, the default PE router action of sourcing its RID from its loopback address
can result in the inability to ping the RID.

Where wanted, you can configure a RID from the customer’s address space to be used within a particular OSPF instance. Assign
the value to the VRF instance carefully, as the RID is unique within the OSPF domain. RIDs do not have to be reachable, but they
must be unique within a routing domain. Current versions of the Junos OS, source the RID from the PE router’s VRF interface (as
opposed to the 100 interface), making the explicit setting of the RID purely a matter of choice.
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[edit policy-options]
user@Rl# show

policy-statement export-vpn-a {
term 1
from protocol oszpf:
then {
community add vpn-a;
|community add domain-a;|
accept:

}

t
term Z {

then reject:
i
¥

|community domain-a members domain-id:1.1.1.1:0;]

community vpn-a members target:65512:101;

This graphic shows the policy configuration needed to support the OSPF domain ID. The definition of the domain-id
community and the VRF export policy causes this community to be attached to the routes sent to the remote PE routers.

When defining the domain-id community as a member of a named community, you must include the assigned number

portion, even when the default value of O is wanted.

Mismatched Domain ID Produced Externals

» Makes backdoor links problematic

[edit]
user@CE-A> show ospf database

O8PF databasgse, Area 0.0.0.0

= All remote routes are now presented as external LSAs

e External routes might be wanted for extranet support

Type ID Adv Rtr Seq Zge Opt Cksum Len
Router *15%2Z2.1e8.11.1 1%2.1e8.11.1 0x80000004 9% 0x2Z 0Oxflaz 43
Router 152.168.11.3 192.168.11.3 0x80000004 100 0Ox2Z 0Oxe330 3¢
Network 10.0.10.1 192.168.11.3 0x80000002 100 0x22 0xllae 32

OSPF AS SCOPE link state database

Type ID Adv Rtr Seq Age Opt Cksum Len
Extern 10.10.10.0 152.168.11.3 0xg0000001 114 0Oxaz 0Oxdlsf 36
Extern 10.10.11.0 192.168.11.3 0x80000001 114 O0Oxaz 0xced3 36
Extern 152.168.11.2 192.168.11.3 0x80000001 114 0Oxaz 0xfllg 36
Extern 200.200.200.0 1%2.168.11.3 0x80000001 114 Oxaz 0Oxoce38 36
Extern 201.201.201.0 192.168.11.3 0x80000001 114 0OxaZ 0xdadd 36

This graphic shows the results of OSPF domain ID use. You should compare this graphic to the basic OSPF configuration results

section previously covered for maximum effect.

Looking at CE-A’'s OSPF database, we now see the CE-B’s OSPF internal routes (the 192.168.11.2 loopback address, the
10.10.10/24, and the 10.10.11/24 OSPF interface routes) are now being presented to the CE router as OSPF externals

(Type 5s).
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You can see the automatically generated VPN route tag in the capture below. Here, the PE router’'s AS number of 65512 is
treated as a hexadecimal value (FF E4), which is displayed in dotted decimal notation (255.232). The high-order 16 bits of the
VPN route tag are populated with a Ox DO 00 (as per RFC 4577), which is shown as a 208.0 in dotted decimal notation:

user@CE-A> show ospf database external detail
OSPF AS SCOPE link state database
Type ID Adv Rtr Seq Age Opt Cksum Len
Extern 10.10.10.0 192.168.11.3 0x8000001b 632 0xa2 0x9da9 36
mask 255.255.255.0
Topology default (ID 0)
Type: 1, Metric: 2, Fwd addr: 0.0.0.0, Tag: 208.0.255.232

Backdoor Link: Using Domain ID

Legacy
Link Addressing: Backbone
50,24
10.0.0/24 OSPF Metrics
C5PF Area O
R1 R2 R3
OSPF fe-0/0/0 %PE AT PE fe-0,/0/0 -
Area 2 ‘1& N 21/24 fe0/0/1 NP fe-0/0/1 29/24 Area 1
i Layer 3 VPN CE-B
X 200.00.0/24 +Communities 200.000/24
~ No Summary N VPN Rolte T Summary
LSAl LSA

= Backdoor case study
» CE-Aforwards traffic to 200.0.0.0/24 over the legacy
backbone with a metricof 51

« Downingthe legacy backbone causes CE-A to use the Layer 3
backbone, now with a metric of 3

* R1 router does not generate a summary LSA for 200.0.0/24
when the legacy backbone is operational

This graphic provides an example of how to use the OSPF domain ID to support backdoor links, which, with the domain ID, allow
the control of traffic flow using metric adjustments. This example looks at how CE-A routes information to the 200.0.0/24 prefix,
which is associated with an interface on CE-B attached to its OSPF Area 1. The metrics in this example are set in such a way that
CE-A should be routing packets addressed to 200.0.0/24 over the Layer 3 VPN backbone.

After committing all changes, we can make the following observations:

. CE-A is not using the Layer 3 VPN backbone: Despite the use of OSPF domain ID and the metric setting shown,
CE-A is routing to the 200.0.0/24 prefix over the legacy backbone. While it would be easy to assume that the Layer
3 VPN is simply broken, CE-A nonetheless forwards data over the Layer 3 VPN backbone when the legacy backbone
is taken down. This fact indicates that the problem does not lie in the operational status of the VPN backbone itself.

. R1 PE router is not generating summaries: When the legacy backbone is operational, the R1 PE router does not
generate a summary LSA for the 200.0.0/24 prefix. When the legacy backbone is taken out of service, the R1 PE
router generates the summary LSA. Thus, this does not appear to be a domain ID problem either.

Any ideas?

Chapter 8-26 e« Basic Layer 3 VPN Configuration © 2013 Juniper Networks, Inc. All rights reserved.



JNCIS-SP Study Guide—Part 3
Policy Only Affects Active Routes!

=" The Junos policy affects only active routes

» Default route preference causes the PE router to choose the
OSPF route received, learned from CE-A

e The route learned from BGP cannot be sent until it becomes
active

user@rRl> show route 200.0.0.0

vpna.inet.0: 14 destinations, 14 routes {14 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

200.0.0.0/24 *[QSPF/10] 00:01:39, metric 52
> to 10.0.21.2 wvia fe-0/0/0.0
[BGE/170] 00:01:40, MED 2, localpref 100, from 192 .168.24.1
A5 path: I
> to 10.0.16.2 wvia fe-0/0/1.0, label-switched-path R3

Issuing a show route 200.0.0.0 command on the R1 PE router when the legacy backbone is operating provides a vital
clue to finding the solution for this problem. The display indicates that the BGP route received from the remote PE router (R3) is
not active because the PE router is receiving the same route from the attached CE router through OSPF. Because the Junos 0S
global route preference prefers OSPF over BGP, the BGP route is inactive whenever the legacy backbone is operating. This
inactive BGP route prevents the R1 PE router from generating the summary LSA for the 200.0.0/24 prefix.

Therefore, to fix this problem, you must alter the default Junos OS behavior so that it prefers BGP routes over OSPF routes. The
key is how to do this while only affecting this routing instance. A major change such as this, if made to the main routing
instances, can result in unanticipated behavior and operational problems.

© 2013 Juniper Networks, Inc. All rights reserved. Basic Layer 3 VPN Configuration ¢ Chapter 8-27



JNCIS-SP Study Guide—Part 3
Change Route Preferences for This Routing Instance

instance

the OSPF route from CE-A

[edit routing-instances wvpna]
user@R1l# set protocols ospf preference 180

userldRl# commit and-quit

user@rRl> show route 200.0.0.0

= Change the preferences associated with this routing

» Allows the BGP route to become active, even when receiving

vpna.inet.0: 14 destinations, 14 routes (14 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

200.0.0.0/24
L5 path: I

*[BGE/170] 00:00:21, MED 2,

> to 10.0.16.2 via fe-0/0/1.0, label-switched-path R3

localpref 100, from 192 .168.24.1

[OSPF/180] 00:00:20, metric 52
> to 10.0.21.2 via fe-0/0/0.0

The graphic shows a solution to this problem. We have changed the preference for OSPF such that it is now higher (and
therefore less preferred) than the default BGP preference of 170. This change of preference was configured under the routing
options portion of a particular VRF table, so the operation of the main instance routing protocols is unaffected.

The show route command executed after the change in configuration is committed indicates that, as planned, the BGP route
is now active, despite the continued presence of the OSPF route being learned from CE-A.

The end result is a functional Layer 3 VPN based on OSPF routing that yields the ability to force traffic onto one backbone or the
other by adjusting the interface metrics on the area border routers (ABRs) (CE routers).

Note: If you break the link between CE-B and the R3 router, the R3 router drops the BGP route to the R4 router. Then, the R1
router sees that the active route now is an OSPF route. The R1 router then advertises a BGP route for a network in OSPF Area 1
(call it Net-A) to the R3 router. If the link from R3 to CE-B is repaired, the R3 router now has a BGP route for Net-A from the R1
router. This causes the OSPF route Net-A to not become the active route (because OSPF preference is now 180). To fix this issue,
ensure that the PE router’s OSPF-to-IBGP export policy matches OSPF routes originated from the local site and rejects any OSPF

routes heard through the legacy backbone.
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Review Questions

1. Name three of the extended communities we used.

2. What are the four required options for creating a
Layer 3 VPN?

3. When using OSPF as your PE-CE routing protocaoal,
what protocol match criteria must be used when
sending the routes to the remote PE?

Answers to Review Questions
1.
We used the target, origin and domain-id extended communities.

2.

The four required options for creating a Layer 3 VPN instance are instance-type, interfaces, route-distinguisher,
and Vrf-target or vrf-import/vrf-export policies.

3.

The protocol match criteria required when exporting OSPF routes across your Layer 3 VPN to a remote PE is OSPE
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Chapter 9: Troubleshooting Layer 3 VPNs

This Chapter Discusses:
The routing-instance switch;

Issues with the support of traffic originating on multiaccess virtual private network (VPN) routing and forwarding
table (VRF) interfaces;

Using operational commands to view Layer 3 VPN control exchanges;
Using operational commands to display Layer 3 VPN VRF tables; and

Monitoring and troubleshooting provider edge (PE)-customer edge (CE) routing protocols.

Taking a Layered Approach

= Best to take a layered approach
e Coreversus PE/CE problems
e Physical layer, data link layer, IGP, BGP, MPLS, VPN
configuration and import/exportpolicy
" routing-instance switch for ping, traceroute,
Telnet, SSH, and FTP

= Routing traffic originated on the PE-CE link for
multiaccess interfaces requires special steps

* Redistribution of direct routes or vrf-target statement

» VRFinterface routes are not advertised between PE routers unless
the advertising PE router has a least one other route in the VRF
table that points to its local CE router as the next hop

« vrf-table-1label orvirtual tunnelinterface configuration
permits certain operations. like ARP. at egress PE router

Any number of configuration and operational problems can result in a dysfunctional VPN. With this much complexity, we
recommend taking a layered approach to the provisioning and troubleshooting of Layer 3 VPN services.
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“Is the problem core or PE-CE related?” and “Are my pings failing because an interface is down or because a constrained path
LSP cannot be established?” are the types of questions you might ask yourself when faced with a Layer 3 VPN problem. Luckily,
Layer 3 VPNs have several natural boundaries that allow for expedient problem isolation. As an example, consider a call
reporting that three different VPNs on two different PE routers are down. Here, look for core-related issues (the P routers are
common to all VPNs) rather than looking for PE-CE VRF-related problems at the sites reporting problems.

The routing-instance Switch

Because the main routing table does not store VRF interface routes, the simple act of pinging a directly attached CE device can
prove difficult. The routing-instance switch tells the router which VRF table to consult when attempting to route a packet.
This information is provided as an argument to commands such as ping, telnet, ssh, and Ftp. Forgetting to use this switch
or specifying the wrong VRF table as an argument results in ano route to host error message, which can throw
technicians off the effective troubleshooting path.

Multiaccess Interfaces

By default, to enhance security on multiaccess interfaces (FE and GE), routers running the Junos operating system do not
advertise directly connected routes related to a VRF interface unless at least one route exists in the local VRF table that points
to the CE device as a next hop. This is because routers running the Junos OS cannot perform an Address Resolution Protocol
(ARP) operation after receiving a labeled packet destined for a multi-access VRF table. However, no special steps are needed to
support the traffic originating or terminating behind the CE router at the customer site. This issue only affects traffic being
sourced or delivered to the VRF interface itself, such as when a ping is issued from one CE router to the VRF address of a remote
CE router.

You can make the Internet Processor Il functions available at the egress PE router with use of the vrf-table-1abel option
or with a VPN tunnel interface, configured under the VRF instance. Subsequent pages provide more detail on these
configuration options.

Keep It Simple
I Provider Core |
FE1 P PE2
-@—G—@—&—@
CE-A CE-B
C Probl :
PE-CE Problems: ore | (EOP ems PE-CE Problems:
IGPP/FBGP MPLS (RSVP/LDP) IGPP/EBGP
‘ olicy _ IBGP ‘ olicy h
PE-PE Problems: PE-PE Problems:
VRF-Export VRF-Import
Data Forwarding

This graphic shows some of the functional boundaries useful in the fault isolation process in a Layer 3 VPN. By verifying the
operation of each smaller piece, managing the overall task of troubleshooting the VPN is easier.

A classic example of this layered methodology is the clean separation of problems that can occur in the provider’s core versus
those associated with the PE-CE VRF interface and protocol exchanges. Because detailed analysis of VRF tables and VRF policy
does not fix MPLS LSP issues in the core, you must be able to ascertain quickly if a problem is caused by the provider’s
infrastructure or if it is related to VPN-specific provisioning in a PE router.
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Once you narrow down the nature of the problem to core versus PE-CE, you should continue the modular approach when
determining the exact nature of the fault. For example, the lack of a CE route in the attached PE router’s VRF table could be
caused by physical layer, data link layer, network layer, protocol configuration, or routing policy. Realizing that being able to ping
the CE device from the attached PE router generally validates the physical layer, data link layer, and network layer configuration
of the local PE-CE VRF interface helps to narrow down further the possible causes for a problem.

Where Is the Route?

The majority of problems in a Layer 3 VPN relate to signaling. When the signaling runs smoothly, data forwarding is almost never
a problem. It is a good idea to trace a route all the way from the originating CE device to the receiving CE device. Because VPN
routes must resolve to LSPs terminating on the advertising router, hidden routes are often the result of misprovisioned LSPs or
network failures.

Having routes in the PE router but not in the local CE device (or vice versa) is likely the result of misconfigured routing protocols
or policy errors.

Mismatched route targets are the primary cause of this symptom: one PE router advertises a route while the receiving PE router
does not react.

Getting Started

The remaining pages in this chapter focus on the operational-mode commands critical to Layer 3 VPN troubleshooting and
operational monitoring.

Sample Topology
Provider Core
172.20.0-3/24 AS 65512
lo0 192.168.2.1
AS B5201 OSPF Area O 100 192.168.2.2 172.204-7/24
A5 65201
PEL1 P PE2
Site 1 2 ge1/004 1 41 g2e-1/0/0 2 2 ge-1/0/0 1 1\ ge-1/0/4 2 Sita 2
10.0.10.0/24 172222200724 172.22.222.0/24 10.0.11.0/24
CE-A CE-B
o0 192.168.12.1 100 192.16812.2

= Network characteristics:

»192.168.x.yloopback addresses

* |GPis single-area OSPF

* RSVP signhaling between PE devices, LSPs established between
PE routers (CSPF not required)

* Full MP-IBGP mesh between PE routers, loopback peering,
VPN-IPv4 NLRI

* CE-PE link running EBGP

e Full-mesh Layer 3 VPN between CE-Aand CE-B

The diagram in this graphic serves as the basis for the various configuration and operational-mode examples that follow.

All PE-CE physical interfaces use addresses from the 10.0/16 address space. The drawings show only the interfaces’ subnet
and host ID. Loopback addresses are assigned from the 192.168/16 address block.

The IGP in use is OSPF, and a single area (Area 0) is configured. Because the examples in this study guide do not rely on the
functionality of CSPF, traffic engineering extensions need not be enabled.

The MPLS signaling protocol is RSVP. LSPs are configured between the PE1 and PE2 routers.
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An MP-IBGP peering session is configured between the loopback addresses of the PE routers. The VPN-IPv4 and inet
unicast addresses families are configured.

In this example, the CE routers run EBGP, which results in the PE routers also needing to run BGP within their VRF routing
instance.

The overall goal of this network is to provide full-mesh connectivity (which is point-to-point in this case) between the two CE
routers. This network is considered full mesh because the resulting configuration readily accommodates additional sites while
providing any-to-any connectivity.

Core IGP

" |[s the core |IGP operational?

= Are the PE-PE BGP sessions established?
e |Pv4-VPN family?

= Are the RSVP/LDP LSPs established between PE
routers?

= Do any hidden routes exist?

LSP signaling protocols and the PE-PE MP-IBGP sessions must have a functional core IGP. You should always check the IGP
when LSP or BGP session problems are evident. Generally, to verify IGP operation, look at routing tables and neighbor states
(adjacencies), conduct ping and traceroute testing, and so forth.

PE-PE IBGP Sessions

Each PE router must have an MP-IBGP session established to all other PE routers connecting to sites forming a single VPN. If
route reflectors are in use, all PE routers must have sessions established to all route reflectors serving the VPNs for which they
have attached members. The inet-vpn family must be enabled on these sessions.

LSPs

Each pair of PE routers sharing VPN membership must have LSPs established in both directions before traffic can be forwarded
over the VPN. Lack of LSPs results in the VPN routes being hidden. When route reflection is in use, LSPs should be established
from the route reflector to each PE router that is a client to ensure that hidden routes do not cause failure of the reflection
process.

Got Hidden Routes?

Although sometimes hidden routes are the results of normal BGP route filtering, hidden routes in the context of VPNs generally
indicate a problem in the prefix-to-LSP resolution process. VPN routes must resolve to an LSP in either the inet.3 or inet.0
routing table that egresses at the advertising PE router.

While the Junos OS normally keeps all loop-free BGP routes that are received (though kept, they might be hidden), this is not the
case with VPN routes. A PE router that receives VPN updates with no matching route targets acts as if the update never
happened. A change in VRF policy triggers a BGP route refresh, and, if you are lucky, the routes appear. When stumped, enable
the keep all option to force the PE router to retain all BGP routes received. Once you perform fault isolation, turn off this
option to prevent excessive resource use on the PE router.

Chapter 9-4 e« Troubleshooting Layer 3 VPNs © 2013 Juniper Networks, Inc. All rights reserved.



JNCIS-SP Study Guide—Part 3
PE-CE Routing Protocol

" |s the PE-CE routing protocol operational?
» Are the CE routes presentin the VRF table?
e Watch for maximum-prefixes prefix limits!

" Do pings between PE routers and CE device work?
= Are the VPN routes being sent to remote PE routers?

= Are the VPN routes being received?
e Lack of received routes in bgp . 13vpn. 0 indicates PE
router does not have any matching route targets
» Lack of routes in a particular VRF table indicates problems
with the VPN import policy or misconfigured vrf-target

= Are the VPN routes being sent to the CE device?

= Are routes in place to support traffic originated on
multiaccess VRF interfaces?

The operation of the PE-CE routing protocol is an excellent place to start when dealing with suspected PE-CE or VRF interface
problems. The presence of link-state adjacencies or established BGP sessions generally indicates that the PE-CE connection is,
for the most part, operational. The presence of routes in the local PE router’s VRF table is also a good sign that PE-CE routing
policy is not indiscriminately tossing out route advertisements.

You can use the maximum-prefixes option to tell the PE router to generate log messages, and, if desired, to stop accepting
routes from the CE device when the configured parameters have been exceeded. When you use this option, you should check
the system log for indications that the route limit has been exceeded to simplify the troubleshooting process. Below is the syntax
of this command; the threshold option determines the fill percentage that triggers log messages:

[ edit routing-instances name routing-options ]
user@host# set maximum-prefixes route limit [ log-only | { threshold <1-100> } ]

PE-CE Ping Testing

If you suspect PE-CE routing problems, you should ping from the PE router to the local CE device. Success requires use of the
routing-instance switch. When pings fail, check the operation of the physical layer and data link layer, as well as the PE-CE
network layer settings.

Are the Routes Being Sent to Remote PE Routers?

If the CE device’s routes are in the local PE router’s VRF table, you might want to verify that the local PE router is sending the
routes through MP-IBGP to the remote PE routers serving sites of this VPN. If the PE router is sending no routes, check the status
of the PE-PE MP-IBGP session and the VRF’s export policy.

Are Remote PE Routers Receiving the Routes?

Is this PE router receiving any VPN routes from the remote PE routers serving sites in the VPN? The bgp - 13vpn .0 table stores
the received VPN routes with matching route targets, where they are copied into the VRF tables that import based on the route
target. Lack of entries could mean that the remote PE router is not advertising any routes or that the routes are being ignored
due to lack of route target matches.
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Are the Routes Being Sent to the Remote CE Device?

Once routes are confirmed in the remote PE router’s VRF table, verify that these routes are in turn being sent over the VRF
interface to the remote CE device. Problems here can relate to PE-CE routing policy or to the operational status of the PE-CE VRF
interface and routing protocol.

Routes to Accommodate Multiaccess VRF Interfaces?

When using multiaccess VRF interfaces (Fast Ethernet/Gigabit Ethernet), PE-based redistribution of the connected VRF
interface is required to support traffic originating or terminating on a VRF interface. Although you can configure a virf-target
or a vrf-export policy redistributing direct routes, the VRF table’s interface routes sometimes might not get advertised. This
is generally caused by not having any routes in the VRF table that were learned from the local CE router. When CE-to-CE pings
fail, try sourcing the ping from a non-VRF interface (such as the loopback address) to confirm whether you are dealing with this
multiaccess VRF table issue. To fix the multiaccess issue, ensure that the local CE router is advertising at least one route to the
local PE router, the local PE router has a static route with the CE device as a next hop, vrf-table-label is configured, or a
VPN tunnel interface is configured.

VRF Interface Routes Are Not Placed in inet.0

user@PEl> ping 10.0.11.2 count 1
PING 10.0.11.2 (10.0.11.Z2): 56 data bytes
ping: sendto: No route to host

--——- 10.0.11.2 ping statistics ———
1 packets transmitted, 0 packets receiwved, 100% packet loss

user@PEl> ping 10.0.11.2 routing-instance wvpn-a count 1
PING 10.0.11.2 (10.0.11.2Z): 56 data bytes
64 bytezs from 10.0.11.2: icmp seq=0 ttl=60 time=0.560 nms

--——- 10.0.11.2 ping =statistics ———
1 packets transmitted, 1 packets received, 0% packet loss
round-trip min/avg/max/=stddev = 0.560/0.560/0.560/0.000 m=

Once you configure an interface as part of a VRF instance, the interface route is no longer placed into the main routing table
(Inet.0). As a result, you must associate commands like ping and telnet with the correct VRF table to avoid no route to
host error messages.

The routing-instance Switch

Use of the routing-instance switch causes the router to consult the VRF table associated with the interface name
specified. This switch thereby enables the use of commands like ping, telnet, traceroute, ssh, and ftp in the context of
a particular VPN.

On the previous graphic, the first ping attempt from the PE1 router to CE-A fails with a No route to host error message.
When the operator includes the correct VPN instance as an argument to the ping command, the ping succeeds.
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Point-to-Point = No Problem

= Not an issue for point-to-point interfaces

* Redistribution of direct routes or use of vrf-target
statementon PE router works with no issues

= Multiaccess technologies (GE/FE) require special
steps to facilitate advertisement of direct routes

e Exportingdirect routes or vrf-target configuration on PE
router

* Requiresthatthe PE router has learned at least one route
(static/dynamic) with the CE device as a next hop

» vrf-table-1akel orvirtual tunnelinterface configuration
negates the need for the CE-learned route

By default, PE routers running the Junos OS can advertise directly-connected VRF interface routes using export policy or the
vrf-target statement. Because of this, there is no issue with the support of traffic either originating or terminating on
point-to-point VRF interfaces.

Special Steps for Multiaccess VRF Interfaces

By default, PE routers running the Junos OS cannot advertise directly connected VRF interface routes using export policy or the
vrf-target statement on multiaccess interfaces. For this type of configuration to work, the PE router must have learned,
through static or dynamic routing, a route from the local CE device with that CE device as the next hop for the route. This is an
inherent security feature due to the broadcast nature of FE/GE interfaces.

Without learning a route from the local CE device, another way of fixing this problem is to configure vrf-table-1abel on the
local PE router. Use of this feature eliminates the need for the routes described above, because the Internet Processor Il can
now perform ARP operations as needed to determine the MAC address of the correct CE device.
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vrf-table-1abel VRF Table Option

"mvrf-table-label option in VRF table configuration

* Uses LSP sub-interface (LSI) abstract
» Createsan LS| that maps to each VRF table

« Supported core-facing interfaces map reserved MPLS labels to each
VRFLSI

« Allows |/O Manager to strip VRF label and map packets to correct VRF
table. which allows the Internet Processor to perform key lookup on |P
packets

= Caveats:
* Only certain core-facing interface types supported
« Consultthe documentation for your software version

* Notsupported for MP-BGP-labeled routes (carrier of
carriers/interprovider)

* Operational display changes

Juniper Networks, starting with Junos OS Release 5.2, added support for Internet Processor Il functions for egress PE routers
running the Junos OS with a new VRF table configuration option called vrf-table-label.

LSP Sub-Interfaces

This feature makes use of the LSP sub-interface (LSI) abstract that allows an LSP to be treated as an interface. When you
configure the vrf-table-l1abel option under a VRF routing instance, an LSl is created for that VRF table. Supported
core-facing interfaces assign a label from a special range (currently 1024-2048), which in turn is mapped to the VRF table’s
LSI.

The result is that the input FPC /0 Manager ASIC now can associate a packet with the correct VRF table, based on the
label-to-LSI-to-VRF mapping. This association allows the VRF label to be stripped at the egress router so that the Internet
Processor Il can perform a key lookup on the IP packet itself. This key lookup supports Internet Processor Il functions such as
ARP generation, rate limiting, and firewall filtering.

Feature Restrictions

The vrf-table-l1abel feature is only supported on certain core-facing interfaces types. Consult the documentation for your
software version for a list of supported interface types. LSl-based labels are not used for MP-BGP label routes to avoid
operational problems with carrier-of-carriers and interprovider applications. You can view LSIs with the show interfaces
command. Also, a dummy route is added to the main mpls .0 table, which shows the LSI-to-VRF mapping. This route is never
used, however, because the inner label is now stripped at the input FPC I/0 Manager ASIC.
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VPN Tunnel Interface

= A router equipped with tunnel service capability allows
for the configuration of a VPN tunnel interface

* Causes two Internet Processor lookups on the Egress PE

routers

* Thefirst lookup is to determine to which VRF table the
MPLS-encapsulated packet belongs

« Ratherthan forwarding the packet directly out the physical VRF
interface, the resulting IP packet from the first lookup is sent to the
tunnel service interface (next hop equals the vt-x/y/z interface)

* The secondlookup occurs when the packet returns from the tunnel
servicesinterface and then that the Internet Processor functionality
is allowed (ARP. firewall filters. and so forth)

— [edit routing-instances wvpn-a]
[edit interfaces vwt-1/0/10] user@PEl# show
usgr@PEz# show instance-type vrf;
unit 0O { . interface ge-1/0/4.0;
family inet; interface vt-1/0/10.0;
: family mpls; vrf-target target:65412:100;

To allow a PE router running the Junos OS to perform Internet Processor Il functionality, you can configure a VPN tunnel interface
for the egress VRF table. To configure a VPN tunnel interface, a router must have a tunnel services enabled. Tunnel services can
be enabled in simple configuration on an MX Series Ethernet Services Router, while other routers require either a Tunnel
Services or Adaptive Services PIC installed. The graphic shows the configuration steps for a VPN tunnel interface. With a VPN
tunnel interface configured, the PE router pops the label stack as normal. Before passing the remaining packet to the CE device
as it usually would, the packet is passed through a logical VPN tunnel interface. The packet is then sent back to the Internet
Processor Il from the VPN tunnel interface where the Internet Processor Il performs the functions it could not on the first pass.
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PE-to-PE VRF Interface Pings Are Optional

= Not really necessary as local PE-CE pings can be used
at both ends

* Remember multiaccess requirements to redistribute direct
» Otherwise traffic cannot be sourced from the PE-CE subnet

user@PEl> ping 10.0.11.1 routing-instance wvpn-a count 1
PING 10.0.11.1 (10.0.11.1;: 56 data bytes
64 bytes from 10.0.11.1: icmp seq=0 ttl=6l time=0.584 ms

-—- 10.0.11.1 ping statistics ---
1 packets transmitted, 1 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.584/0.584/0.584/0.000 ms

user@FEl> traceroute 10.0.11.1 routing-instance vpn-a

traceroute to 10.0.11.1 (10.0.11.1), 30 hops max, 40 byte packets
1 10.0.11.2 (10.0.11.2) 0.541 ms 0.393 ms 0.375 ms

2 10.0.11.1 (10.0.11.1) 0.476 ms 0.448 ms 0.438 ms

Conducting PE-to-PE VRF interface pings is optional, because you can test the PE-CE links individually by performing local PE-CE
pings from each PE router. You must redistribute the PE router’s connected VRF interface routes while conducting PE-to-PE VRF
interface pings when multi-access VRF interfaces are deployed.

Regardless of interface type, you must use the routing-instance switch to associate the traffic with the correct VRF
instance on the PE router.
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Cannot Process Twice

Provider Core

172.2003/24 oM AS BBE512
AS 65201 e OSPF Area O [geer e 822 172.20.4-7/24
AS BE201
PE1 P PED
cie 1 2 1 1 2 2 1 1 Y2 Site 2
100.10.0,24 17202 2200724 17222 222.0,24 100110/24
CE-A CE-B
00 192.168.12 1 o0 192,168,122

Echo Request(10.0.10110.0.11.1)

_ —

R Echo Reply (10.011.110.0.101
= Filtering and ARP processing not available at egress
PE router

user@PEl> ping 10.0.11.1 routing-instance wpn-a count 1
PING 10.0.11.1 (10.0.11.1}): 56 data bytes
64 bytes from 10.0.11.1: icmp seq=0 ttl=61 time=0.584 ms

--- 10.0.11.1 ping statistics ---
1 packets transmitted, 1 packets received, 0% packet loss
round-trip min/avg/max/stddev = 0.584/0.584/0.564/0.000 ms

The design of routers running the Junos OS is optimized for the single-pass processing of transit traffic. As a result, the Internet
Processor Il ASIC cannot process the same packet twice when transiting the router. Because the Internet Processor Il ASIC is
used to process the labeled packet at ingress, the features of the Internet Processor Il ASIC are not available for packet
processing at the egress of the PE router unless you configure vrf-table-1abel or a VPN tunnel (vt) interface.

After popping the VRF label, the router must forward the packet out the associated VRF interface. The Juniper Networks
implementation assigns VRF labels on a per-VRF interface basis, which accommodates this forwarding behavior.

An interesting side effect of this implementation is the rather convoluted path of a PE-to-PE VRF interface ping. Therefore, we
recommend testing each PE-CE VRF connection using traffic sourced from the local PE router.

On this graphic, a ping generated by PE1 is addressed to the PE2 router’s VRF interface. Because PE2 cannot perform a route
lookup after popping the VRF label, it must forward the packet to the attached CE router. The CE router recognizes that this
packet is addressed to PE2, and it therefore sends the packet right back to PE2. On ingress, the Internet Processor Il can
process the incoming packet, so PE2 recognizes that it is the target and generates the ICMP echo-reply.

Similarly, at the PE1 end, when the echo-request is received, a PE-to-PE VRF interface ping only succeeds when all aspects of
both the PE-CE VRF interfaces function correctly.
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Testing PE-to-PE L3 VPN Connectivity

user@FEl> ping mpls 13vpn vpn-a prefix 172.20.4/24
-—- lsping statistics ---
5 packets transmitted, 5 packets receiwved, 0% packet loss

user@PEl> ping mpls 13vpn vpn-a prefix 172.20.3.1
vpn-a - This prefix was not learnt from a remote site, exiting.

The ping mpls 13vpn instance prefix prefix/length command allows you to test two things. If the ping
succeeds, as in the first example on the graphic, this proves that the MPLS LSP is up and also that the route to the destination
prefix exists in the VRF table.

Tracing the Remote PE-CE VRF Interface

= Traffic is automatically sourced from the VRF
interface, which allows remote CE device to respond

user@PEl>» traceroute 192.168.12.2 routing-instance vpn-a
traceroute to 19592.168.12.2 (1%92.168.12.2), 30 hops max, 40 byte
rackets
1 % % %
2 172.22,222.1 (172.22.222.1) 0.641 ms 0.455 ms O0.432 ms
MELS Label=2955824 CoS5=0 TTL=1 35=1
3 1%2.1e8.12.2 (1%2.168.12.2) 0.451 ms 0.438 ms 0.436 ms

Routers running the Junos OS automatically source pings and traceroutes from the VRF interface when using the
routing-instance switch. Therefore, you should be able trace the route at the remote PE-CE VRF interface.

Core Hops with Original FPC

= Core router hops are hidden (original FPCs) because
the outer label's TTL is set to 255

user@CE-a> traceroute 192.168.12.2
traceroute to 1%2.168.12.2 (1%2.168.12.2), 30 hops max, 40 byte packets
1 10.0.10.1 (10.0.10.1) 0.444 ms 0.352 ms 0.341 ms
2 172.22.222.1 (172.22.222.1) 0.641 ms 0.455 ms 0.432 ms
MPLS Label=23%3824 Cos5=0 TTL=1 s5=1
3 152.1e8.12.2 (1%2.168.12.2) 0.451 m3 0.438 m3 0.436 ms

The graphic shows the results of a CE-to-CE traceroute with the local PE router equipped with the original FPC. Core router hops
are hidden due to the outer MPLS label having its TTL set to 255 for traffic received over the local VRF interface. A normal CE-CE
traceroute, therefore, shows the ingress VRF interface, the remote PE router’s core-facing interface (it can respond because the
label associates the packet with the correct VRF table), and the attached CE router.
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= Core router hops show up as traceroute timeouts

because the outer label
label (Enhanced FPC)

lab@dCE-a> traceroute 192.168.12.2

traceroute to 1%2.168.12.2 (1%2.168.12.2), 30 hops max, 40 byte packets

's TTL copied from the inner

1 10.0.10.1 (10.0.10.13 0.428 ms 0.2%7 ms 0.278 ms

2 * x* 0*%

3 172.22.222.1 (172.22.222.1) 0.588 ms 0.424 ms
MPLS Label=25%824 Cos=0 TTL=1 s=1

4 1%z2.168.12.2 (1%2.168.12.2) 0.434 ms 0.421 ms

If you have an Enhanced FPC the outer label TTL tracks the inner label’s TTL for Layer 3 VPN tracerouting. This can result in
confusion when performing traceroutes, because you can get timeouts where P routers cannot route ICMP time exceeded
messages back to sources in the VPN.

Enabling icmp-tunneling

= To avoid confusion, enable icmp-tunneling on PE
and P routers:

[edit protocols mpls]
lab@pl# set icmp-tunneling

= [CMP time exceeded messages destined for the
traceroute source (CE-A) are forwarded to remote PE
router using the original two-level MPLS label stack

* Inner label maps to correct VRF table, so remote PE router

can route the P routers’ expiration messages back to CE-A
lab@CE-a> traceroute 10.0.11.2
traceroute to 10.0.11.2 (10.0.11.2), 30 hops max,

1 10.0.10.1 (10.0.10.1y 0.872 ms 0.627 ms

2 172.22.220.2 (172.22.220.2) 1.078 ms 0.986 ms
MPLS Label=100304 Cos=0 TTL=1 S=0
MPLS Label=10001c Cos=0 TTL=1 s=1

3 172.22.222.1 (172.22.222.1  1.076c ms 1.008 ms 0.%75 ms
MPLS Label=100304 Cos=0 TTL=1 S5=0
MPLS Label=100016 CoS=0 TTL=Z S5=1

4 10.0.11.2 (10.0.11.2) 0.368 ms 0.888 ms

40 byte packets

To aid in troubleshooting, consider enabling ICMP tunneling on the P and PE routers.

ICMP Tunneling

ICMP tunneling allows the time exceeded messages that occur during a traceroute to reach their destination. The second
example on the previous graphic shows that P router time exceeded messages normally do not reach their destination, which is
the local CE router. This is because the P routers have no knowledge of VPN routes. To get around this problem, ICMP tunneling
causes the label stack to be copied from the original packet to the ICMP message. The ICMP message is then label-switched
across the network. This label switching causes the message to be forwarded along the path towards the original packet’s
destination rather than toward its source. Once the MPLS-encapsulated ICMP packets arrive on the remote PE router, the
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remote PE router pops the label stack (inner label maps to the correct VRF table) and sends the ICMP messages to their final
destination, which is the local CE router in the reverse direction across the MPLS core.

Viewing VRF Tables

= Junos 0S allows the viewing of a VRF table with the show
route table vpn-name command
* VRF tables contain:

« The matching routes learned from remote PE routers
* Routes learned over the PE-CE link or static routing entries

You can view the contents of a specific VRF table using the show route table vpn-name operational command. This table
shows entries learned from the local CE router (or static route definitions) as well as routes learned from the remote PE routers
having matching route targets.

The bgp. 13vpn .0 Table

" The bgp.13vpn.0 table contains all routes learned from
other PE routers with at least one matching route target

* Functions as a R/B-In for VPN routes
* Discards NLRI updates that do not match at least one VRF table

* keep all is useful fortroubleshooting route target-related
problems—use only for troubleshooting!

The bgp - 13vpn .0 table houses routes learned from all remote PE routers having at least one matching route target. This table
functions as a RIB-In for VPN routes that match at least one local route target. When troubleshooting route target-related
problems, enable the keep all option under the BGP configuration stanza. This option places all received VPN routes into the
bgp - 13vpn .0 table, regardless of whether matching route targets are present. Do not leave this option enabled in a
production PE router, however, due to the increased memory and processing requirements that can result. In normal operation,
a PE router should only house VPN routes that relate to its directly connected sites.

A Shortcut

" The show route protocol bgp command displays
all BGP routes in all RIBs

* Qutput can be filtered by providing a prefix/mask or by piping to
matchor £find

By issuing a show route protocol bgp command, you can view all BGP routes, regardless of the table in which they are
placed. This approach proves helpful when you cannot recall the exact name of a particular VPN’s routing instance. You can
include a prefix and mask pair to filter some of the output; you also can use the pipe command in conjunction with the match
or Find arguments.
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user@FEl> show route table wpn-a

vpn-a.inet.0: 12 destinations, 12 routes {12 active,

+ = Active Route, - = Last Active, * = Both
10.0.10.0/24 *[Direct/0] 02:28:18
> via ge-1/0/4.0
10.0.10.1/32 *[Local/s0] 02:28:18
Local via ge-1/0/4.0
10.0.11.0/24 *[BGP/170] 00:00:08, localpref 100
AS path: I

172.20.0.0/24 *[BGP/170] 01:11:32, localpref 100
AS path: 65201 I
> to 10.0.10.2 via ge-1/0/4.0
172.20.1.0/24 *[BGP/170] 01:11:32, localpref 100
RS path: 65201 I
> to 10.0.10.2 via ge-1/0/4.0

> to 172.22.220.2 via ge-1/0/0.220, label-switched-path lspl

0 holddown, 0 hidden)

, from 1%2.168.2.72

This graphic provides an example of how you can view a local VRF table. In this case, vpn-a is the name of the VRF instance.
The resulting display shows the local VRF routes and routes learned from the local CE router using EBGP, and routes learned
from the remote PE router using MP-IBGP. It is easy to tell the difference between the two sources of BGP routes because routes

learned from remote PE routers always point to an LSP as the next hop.

user@PEl> show route table vpn-a 172.20.4.0 detail

vpn-a.inet.0: 12 destinations, 12 routes (12 active,
172.20.4.0/24 {1 entry, 1 announced)
*RBGP Freference: 170/-101
Route Distinguisher: 1%2.1e8.2.2:6
MNext hop type: Indirect
Next-hop reference count: 18
Source: 152.168.2.2

Mext hop: 172.22.220.2 via ge-1/0/0.

Next hop type: Router, Next hop index: &24

0 holddown, 0 hidden)

220 welght 0xl1, selected

Label-switched-path Lspl

Label operation: Push 299824, Push 301488 (top)

Protocol next hop: 13Z.1s%.

Push 239824

Indirect next hop: 2750000 1048577
State: <Secondary Active Int Ext>
Local AS: 655312 Peer RS: 65512
Age: 4 Metric2: 4

AS path: 65201 T

[Communities: target:eh512:100]
Import Accepted

VPN Label: 2235824

Localpref: 100

Router ID: 122.168.2.2

Primary Routing Table bgp.l3vpn.O

This graphic shows the optional prefix/mask pair and the detai I switch added to t
graphic.

he same command as the preceding

Here, the 172.20.4.0/24 route is associated with two labels. The BGP next hop is the PE2 router (192.168.2.2). This next hop is

associated with an LSP named Isp1.
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Viewing the bgp .- 13vpn .0 Table

= Displays all Layer 3 VPN NLRI with at least one
matching route target

* keep all useful for troubleshooting
« Enabled by default on route reflectors
« Must be explicitly set on confederation C-EBGP speakers

user@PEl> show route table bgp.l13vpn

bgp.13vpn.0: & destinations, & routes (6 active, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both

1%Z.1e8.2.2:6:10.0.11.0/24
*[BGP/170] 01:11:3e, localpref 100, from 192.168.2.Z2
AS path: I
> to 172.22.220.2 via ge-1/0/0.220, label-switched-path 1lspl
192.1e8.2.2:6:172.20.4.0/24
*[BGP/170] 01:11:37, localpref 100, from 1%2.168.2.Z2
A3 path: 65201 I

> to 172.22.220.2 via ge-1/0/0.220, label-switched-path 1lspl
192.168.2.2:0:1172.20.5.0/24

*[BGP/170] 01:11:37, localpref 100, from 192.168.2.Z2
A3 path: 65201 I
> to 172.22.220.2 via ge-1/0/0.220, label-switched-path 1lspl

This graphic shows the output associated with the viewing of the bgp . 13vpn . 0 routing table. This table holds all received
MP-IBGP routes containing at least one matching route target. Note that the routes in the bgp . 13vpn .0 table have the 8-byte
route distinguisher associated with the VPN prefixes. Also, the route distinguisher is only used in the control plane.

The keep all option forces the PE router to retain all VPN route advertisements, which can assist with route target-related
troubleshooting. Route reflectors have the keep all option enabled by default because they do not maintain VRF tables and
can therefore never be expected to find route target matches. When using confederations, the C-EBGP speakers must have this
option explicitly set so that all VPN routes are exchanged across sub-confederation boundaries.

The example here is from the PE1 router. The route distinguisher indicates that the PE2 router originated the routes because the
route distinguisher is coded based on the originating PE router’s loopback address in these examples.
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1 announced)

" Use the show route advertising-protocol

bgp peer-address command
user@PEl> show route advertising-protocol bgp 192.168.2.2 172.20/16 detail
vpn-a.inet.0: 12 destinations, 12 routes (12 active, 0 holddown, 0 hidden;

* 172.20.0.0/24 (1 entry,
BGP group my-int-group type Internal

Route Distinguisher:
VEN Label: 295308

1%2.1e8.2.1:8

Wexthop: Self

Flags: Nexthop Change

Localpref: 100

RS path: [65512] 65201 I

[Communities: target:65512:100]

You can use the show route advertising-protocol bgp peer-address command to view the route
advertisements being sent to a remote PE router. In this example, the provided prefix/mask pair and the optional detail
switch control the output.

The resulting output displays the route distinguisher, the assigned VRF label, and the communities attached to the route.

Viewing Routes Learned from Remote PE Routers

Prefix Nexthop
= 10.0.11.0/24 152.168.2.2
* 172.20.4.0/24 192.1e8.2.2
* 172.20.5.0/24 192.168.2.2
* 172.20.6.0/24 192.1e8.2.2
= 172.20.7.0/24 15%2.168.2.72
* 1%z2.1e8.12.2/32 192.1s8.2.2
| bop.13vpn.0:] 6 destinations, & routes
Prefix Nexthop
192.1eB8.2.2:6:10.0.11.0/24
e 192.168.2.2
152.1e8.2.2:6:172.20.4.0/24
e 192.1e8.2.2
1%2.168.2.2:6:172.20.5.0/24
e 192.1e8.2.2

= Use the show route receive-protocol bgp
peer-address command

user@PEl> show route receive-protocol bgp 192.168.2.2
38 destinations, 38 routes (38 active, 0 holddown, 0 hidden)

|vpn-a.inet.0:] 12 destinations, 12 routes (12 active, 0 holddown, 0 hidden)

MED Lclpref RS path
100 I
100 65201 I
100 65201 I
100 65201 I
100 65201 I
100 65201 I
(6 active, 0 holddown, 0 hidden)
MED Lclpref RS path
100 I
100 65201 I
100 65201 I

You can use the show route receive-protocol bgp peer-address command to view the route advertisements
being received from the remote PE router specified on the command line.

In this example, the local PE router has received the 172.20.4.0/24 prefix from 192.168.2.2. Because this route has a matching
route target, it is copied into both the bgp . 13vpn .0 table and the vpn-a VRF table, which matches that route target.
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Viewing VRF Tables
" Use the show route forwarding-table vpn
vpn—-name command

user@PEl> show route forwarding-table vpn vpn-a
Routing table: vpn-a.inet
Internet:
Destination Type RtRef MNext hop Type Index NhRef Netif
default perm 0 rijct 5gz 1
0.0.0.0/32 perm 0 decd 5aon 1
10.0.10.0/24 intf 0 rslv 613 1 ge-1/0/4.0
10.0.10.0/32 dest 0 10.0.10.0 recv 611 1 ge-1/0/4.0
10.0.10.1/32 intf 0 10.0.10.1 locl 6lz2 2
10.0.10.1/32 dest 0 10.0.10.1 locl al2 2
10.0.10.2/32 dest 1 80:71:1f:.. ucst Aa14 B ge-1/0/4.0
10.0,10.255/32 dest 0 10.0.10.255 bcst 610 1 ge-1/0/4.0
10.0.11.0/24 user 0 indr 1048576 7

172.22.220.2 Push 299824, Push 301504 (top) 623 2 ge-1/0/0.220
172.20.0.0/24 user 0 10.0.10.2 ucst 614 8 ge-1/0/4.0
172.20.1.0/24 wuser 0 10.0.10.2 ucst 614 8 ge-1/0/4.0
172.20.2.0/24 user 0 10.0.10.2 ucst 614 8 ge-1/0/4.0
172.20.3.0/24 user 0 10.0.10.2 ucst Gl4d B ge-1/0/4.0
172.20.4.0/24 user 0 indr 1048576 7

172.22.220.2 Push 299824, Push 301504 i(top) 623 2 ge-1/0/0.220
172.20.5.0/24 user I indr 1048576 7

172.22.220.2 Push 299824, Push 301504 (top) 623 2 ge-1/0/0.220

You can use the show route forwarding-table vpn vpn-name command to view the forwarding table associated
with the specified VRF instance. This command is useful because of its compact (and dense) display, which is easier to parse
through when compared to viewing received routes with the show route commands.

The resulting output shows local forwarding table entries as well as entries for routes learned from remote PE routers.

Clearing VRF ARP Entries

" Use the clear arp vpn vpn-name command

user@PEl> show arp

MAC Rddress Address Hame Interface Flags
g0:71l:1f:c3:07:64 10.0.10.1 10.0.10.1 ge-1/1/4.0 none
g0:71l:1f:c3:07:7c 10.0.10.2 10.0.10.2 ge-1/0/4.0 none
50:c5:8d:87:8b:3a 172.22.220.2 172.22.220.2 ge-1/0/0.220 none

Total entries: 3

user@PEl> clear arp
172.22.220.2 deleted

user@PEl> clear arp vpn vpn-a
10.0.10.1 deleted
10.0.10.2 deleted

When needed, you can flush ARP entries associated with a VRF instance by including the VPN name as an argument to the
clear arp command. The graphic shows VRF ARP entries both before and after the VRF ARP cache is cleared. It also shows
that the clear arp command by itself only affects ARP entries associated with the main routing instance.

show arp Operational Command

To display ARP entries in both the main routing instance and for VRF instances, use the show arp operational command.
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PE-CE BGP Monitoring Uses Standard Commands

* show bgp neighbor ce

* show bgp summary

* show route advertising-protocol bgp ce
* show route receiving-protocol bgp ce

* show route protocol bgp source-gateway ce

You can use the standard set of BGP-related CLI operational-mode commands to monitor and troubleshoot BGP instances
operating over a VRF interface.

BGP Tracing

When needed, you can configure standard protocol tracing under the VRF table’s BGP instance to provide additional debugging

information.

Use the 1nstance Switch When Monitoring OSPF

= Use the instance switch when issuing OSPF operational
commands

= Tracing operations can be performed on OSPF instances

userf@PEl> show ospf interface instance vpn-a

Interface state Area DR ID BDER ID Nbrs
ge-1/0/4.0 ECR 0.0.0.0 15z.1e8.12.1 10.0.10.1 1
user@PEl> show ospf neighbor instance wvpn-a

hddress Interface State 1D Pri Dead
10.0.10.2 ge=-1/0/4.0 Full 15z2.168.12.1 128 38

user@PEl> show ospf database instance wpn-a

OSPF database, Area 0.0.0.0

Type D Adv Rtr Seq 2ge oOpt Cksum Len
Router *10.0.10.1 10.0.10.1 0x80000005 56 0x22Z 0xfed? 36
Router 1%2.168.12.1 152.168.12.1 0x80000004 57 0x22Z 0x589 48
Network 10.0.10.2 192.1s8.12.1 0x80000002 437 0x22 0x3Zee 32

OSFF RS SCOPE link state database

Type D Adv Rtr Seq Rge oOpt Cksum Len
Extern *10.0.11.0 10.0.10.1 0x80000001 56 0xaZ 0x73da 36
Extern 172.20.0.0 192.1s8.12.1 0x80000001 482 0x2Z 0xedds 36
Extern 172.20.1.0 152.1s8.12.1 0x80000001 482 0x2Z 0xd%a0 36

When monitoring the operation of a PE-CE OSPF instance, you must include the instance switch with a VRF instance as an

argument. With the exception of needing instance specification, the standard set of OSPF-related CLI operational-mode
commands are available for OSPF monitoring and troubleshooting.

OSPF Tracing

When needed, you can configure standard protocol tracing under the VRF table’s OSPF instance to provide additional debugging

information.
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Review Questions

1. What is the purpose of the routing-instance
switch?

2. Why can pinging a multiaccess VRF interface be
problematic? Describe a way of making it work.

3.How can PE-based traceroutes be made to reveal
P router hops?

4. How do you view PE-PE control flow?
* Describe the difference between the bgp . 13vpn table
and a VRF table.

5. How do you view a Layer 3 VPN's VRF tables?
6. How do you monitor the operation of the PE-CE
routing protocol?

Answers to Review Questions
1.

When using network commands like ping, traceroute, and ssh, the routing-instance switch is used to specify the routing table that should
be used to forward packets for the session. By default, the router will use the inet.0 table not the VRF table.

2.

By default, an egress PE that has an Ethernet VRF interface cannot perform both a pop of the MPLS label and an ARP for packets that
come from the core. Therefore, an ARP must be performed by the egress router prior to receiving packet from the core. This can be
achieved simply by receiving at least one route from the connected CE (which causes an ARP to occur to determine next hop). Also, a
static route can be configured within the VRF instance that points to the connected CE. This is generally sufficient. However, if it is
necessary to ping the VRF interface without adding routes to the VRF table, VirF-table-label or a VT interface can be used to allow
for both a pop and ARP operation by the egress router.

3.
ICMP tunneling can be configured which allows for P router hops to be revealed.
4,

To view PE to PE control flow use the sShow route receive-protocol bgpand show route advertise-protocol
bgp commands which show received and sent BGP routes. Routes that are located in the bgp - 13vpn . O table have been accepted by at
least one vrf-import policy with a matching route target.

5.
To view a VRF table, use the Show route table vpn-name command.
6.

To view the status of the PE-CE routing protocols, use the standard protocol troubleshooting commands modified with the instance
switch.
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Chapter 10: Layer 3 VPN Scaling and Internet Access

This Chapter Discusses:
. Four ways to improve Layer 3 virtual private network (VPN) scaling; and

. Three methods for providing Layer 3 VPN customers with Internet access.

Observe Vendor-Specific PE Router Limits

= Recommendations from RFC 4364
* Observe PE router limits regarding total number of routes
» Keep the CE-to-PE routing simple
e Create multiple BGP route reflectors for VPN routes
e Use BGP-RFRSH (refresh)
« RFC 2918

* Use route target filtering
« RFC 4684

Determining how many VPNs can be supported by a given provider edge (PE) router is a somewhat difficult question. There are
many variables that come into play when factoring the VPN load on a PE router. For example, having 1000 VPN routing and
forwarding (VRF) tables that use static routing might be no problem at all, but the same number of VRF tables using Open
Shortest Path First (OSPF) routing could result in a PE router becoming overloaded. Where possible, PE routers should not carry
full Internet routing tables in addition to their VRF table-related burden. A simple static default route to a provider (P) router with
a full BGP table normally makes this possible.

Additional PE router scaling factors include memory, processing power, limits on total numbers of labels, and limits on logical
interface counts.

Keep the PE-CE Routing Simple

A large portion of the processing burden placed on a PE router is the need to maintain multiple routing protocol instances.
Receiving large numbers of routes from customer edge (CE) routers can also present a resource drain. Where possible, you
should implement static routing and address aggregation to help ensure that PE routers are not over-taxed.

Route Reflection

A key aspect of the RFC 4364 model is that no single PE router has to carry all VPN state for the provider’s network. This
concept can be extended to route reflection by deploying multiple route reflectors that are responsible for different pieces of
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the total VPN customer base. Route reflection has the added advantage of minimizing the number of Multiprotocol Border
Gateway Protocol (MP-BGP) peering sessions in the provider’s network.

BGP Route Refresh

The use of the BGP refresh message (defined in RFC 2918) allows for non-disruptive adds, moves, and changes, which in turn
reduces routing disruption by not forcing the termination of PE-PE MP-BGP sessions when changes are made to the VPN
topology or membership.

Route Target Filtering

The use of route target filtering (defined in RFC 4684) can improve efficiencies, because it allows a route reflector to reflect only
those routes which a particular client PE router cares about.

Two-Level Label Stacks Spare P Routers

The use of a two-level label stack allows P routers to remain ignorant of all things having to do with the VPN. P routers should
only carry the provider’s internal routes and, in most cases, full BGP tables. Because VPN traffic is label-switched across the
core, the P routers never have to route to VPN destinations.

PE Routers Only Keep What Concerns Them

PE routers use route targets to filter out VPN routes that do not concern the PE router’s directly connected VPN sites. Therefore,
no single PE router must ever carry a state for all VPN customers using a Layer 3 service.

Route Reflection

The use of route reflection could result in a single router (the route reflector) having to store all VPN states. To eliminate this
serious scaling issue, it is possible to deploy multiple route reflectors with each reflector servicing a subset of the total VPN
population. You must ensure, however, that PE routers are configured correctly to peer with all route reflectors serving VPN
customers for which this PE router has locally attached sites.

Based on these methods, Layer 3 VPNs can be scaled virtually without bounds, as no single device must ever carry the total VPN
states for the provider’s VPN service.
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Use VPN-Specific Route Reflectors

WP RR WP RR
for 1-99 for 100-199

= Use VPN route reflectors
to handle VPN-specific

routes R
 Add additional VPN route W
reflectors for VPNs as -

needed A
<O

* PE routers peer with as P
many route reflectors as needed

= Route reflectors do not need to be PE routers—
normally they are P routers
e Notin the forwarding plane—do not require VRF tables
e Mustsupport family inet-vpn
* Must have LSPs to each PE to resolve advertised next hop
* Keep all routes in bgp . 13vpn. O

&

1

The use of route reflection is an important part of Layer 3 VPN scaling because their presence dramatically reduces the
numbers of MP-BGP peering sessions on the PE routers.

We recommend using one or more P routers to provide VPN-related reflection services. If possible, you should not use the VPN
route reflectors for conventional (non-VPN) reflection duties.

This graphic illustrates how you can deploy multiple route reflectors so that no single reflector is required to carry all VPN routes.
A PE router with local VPN sites ranging from 1 through 99 MP-BGP peers with the reflector on the left, while a PE router with
local sites in the 100-199 space peers with the reflector on the right. A PE router must peer with both reflectors if it has local
sites belonging to both VPN spaces.

Route Reflectors Should Not Be PE Routers

While a PE router could serve double duty as a reflector, we recommend that you use a P router for VPN reflection. The VPN
route reflector automatically keeps all received VPN routes in the bgp - 13vpn .0 table and is not required to maintain VRF
tables, as the reflector is not in the data forwarding path. The automatic use of the keep all option in VPN route reflectors
means that route target matching is not performed. Therefore, you do not need VRF import and export policy.

The route reflector configuration must include the VPN IP version 4 (IPv4) family because it receives and reflects VPN routes. A
BGP route can only be active when it has a resolvable next hop. Also, because VPN routes must resolve to a label-switched path
(LSP), the route reflector requires LSPs terminating at each PE router to avoid hidden routes and the resulting problems these
hidden routes cause with regards to reflection. When running LDP in the provider core, all routers are connected to all other
routers with LSPs, so this requirement is not an issue. The use of RSVP generally requires that an LSP be defined from the route
reflector to each of its client PE routers. Work-arounds to this requirement do exist, for example, placing a static default route
into inet.3.

Route Reflector Has No VRF Tables

As previously mentioned, a route reflector does not require VRF tables or VRF-related routing policy. The reflector must support
the Inet-vpn family and must support BGP refresh to accommodate non-disruptive moves and changes. The Junos operating
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system will automatically negotiate BGP refresh, and the keep all option is automatically enabled when a cluster ID is
configured (thereby making the device a route reflector).

For a P router to become a VPN route reflector, the only things needed are the configuration of a cluster ID, the declaration of PE
routers with which it peers, and configuration of the inet-vpn address family. These steps accommodate the BGP peering and
VPN route reflector functionality, but remember that LSPs are also needed to ensure that routes are considered usable by the
route reflector.

LSPs Needed for Next-Hop Resolution

= PE routers filter received routes based on route
targets

Route Reflector

Route Reflector LSF

====p |Inidirectional LSF
- [P-BGF Peering

As the graphic shows, LSPs are generally needed from the route reflector to each of its PE clients so that the BGP next hops of
the VPN routes can be resolved to an LSP. Routes that cannot be resolved are hidden on the route reflector. Therefore, these
routes cannot be re-advertised to other clients. Because the reflector is not in the forwarding path, there is no need for LSPs in
the PE client-to-route reflector direction.

When a PE router peers with a VPN route reflector, it is sent all routes contained in the reflector’'s bgp . 13vpn .0 table. The PE
router uses its VRF import policies to match and keep the routes relating to its locally attached sites.

BGP Is Stateful

= BGP is a stateful protocol o rosmogn ) g
* Once peers are synchronized, C;é _____ RRAVEN?
they do not exchange routes y» —=
again until a change occurs New site added
or the session is disrupted toPE1

Unlike most routing protocols, BGP uses the reliable delivery services of Transmission Control Protocol (TCP). As a result, once a
BGP speaker receives a TCP acknowledgment for network layer reachability information (NLRI) updates sent to a peer, it does
not advertise the same routes again unless it must modify the NLRI or the path attributes, or the BGP session itself is disrupted.

PE Routers Filter Routes Based on Route Targets

As discussed, a PE router immediately discards all VPN routes not containing at least one matching route target.

Adds and Changes

When the PE router’s VPN-related configuration is modified, it must reevaluate all routes as changes in VRF policy, which might
result in route target matches for routes previously ignored. The dilemma that faces our PE router is how to get the BGP peer to
resend routes that have already been received and acknowledged!
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BGP Refresh

The solution is using the BGP refresh capability as defined in RFC 2918, Route Refresh Capability for BGP-4. BGP refresh allows
a BGP speaker to request that its BGP peer readvertise all NLRI associated with the session. Support of BGP refresh is critical to
the Layer 3 VPN model, as it allows for non-disruptive changes to VPN membership. The Junos OS supports BGP refresh by
default.

Without Route Target Filtering

Hereare all the
routes | know.

= Without BGP route target filtering:

* PE router receives an update, cea
consisting of every route %—
RR-VPN knows, from RR-VPN

* PE router applies route filter based
on route targets and drops routes that are not appropriate

Another BGP enhancement, called route target filtering, also promises to improve Layer 3 VPN scalability. Without route target
filtering, a PE router must receive all VPN routes from all BGP peers. Upon receipt, the PE router’s VRF policy can result in the
vast majority of these routes being ignored. This problem is most pronounced when route reflection is in use, as a single route
reflector might be servicing a large portion of the provider’s VPN routes.

routes | know.

With Route Target Filtering

= With BGP route target filtering:

* PE router sends a list of route
targetsthatitis interested  cea ™ —
iﬂ T_O RR-VPN %_ e >

* RR-VPN applies route filter and SN
only sends appropriate routes to the PE router with your targets

Here ara the routes
with your targets

nly send me routes
with these targets.

an®

an
e

an

With route target filtering, the PE router sends a list of route targets it is interested in, based on its local VRF policy, to the BGP
peer. The BGP peer applies this route target list as an outbound filter so that the routes sent to the PE router match at least one

of its configured route targets. Route target filtering improves efficiency because fewer BGP updates and protocol traffic are
required.

The BGP route target filtering functionality is defined by RFC 4684.
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The route-target Address Family

" MP-BGP route-target address family
(AFI=1, SAFI=132)

Maximum number of family route target
advertisements allowed from peer

[edit]
userl@PE-1# show protocols bgp
family route-target { If maximum is reached, BGP neighbor
prefix-limit { relationship is terminated for specified
maximum «<1..42%4567295>; number of seconds
teardown <1..100> idle-timeout <l1..2400>;
I

external-paths X: At % of maximum, syslog messagde is generated

advertise-default;

1 This setting is used for interprovider
YPMs Option B. Allows for multiple EBGF
Usually configured on route reflector only peers to receive VPN routes (default = 1)

The graphic shows the optional settings for the route-target address family.

. prefix-1imit: Limits the number of route-target advertisements that can be received from a peer router. By
default, when the limit is reached, the router stops accepting route-target advertisements from the peer. Using the
optional teardown statement causes the neighbor relationship with a peer to be torn down when the maximum
limit is reached. The diagram also shows the usage of the optional percentage and idle-timeout configuration.

. external-paths (default value=1): Affects EBGP Layer 3 VPN route advertisements between autonomous
system (AS) boundary routers when performing interprovider VPNs Option B (described in a future chapter). When a
router learns the same route-target advertisement from multiple EBGP peers, this option allows for Layer 3
VPN advertisements to be sent to more than only one of those EBGP peers.

. advertise-defaul t: Causes the router to advertise the default route target route (0:0:0/0) and suppress all
routes that are more specific. A router reflector can use this on BGP groups consisting of neighbors that act as PE
routers only. PE routers often must advertise all routes to the route reflector. Suppressing all route target
advertisements other than the default route reduces the amount of information exchanged between the route
reflector and the PE routers.
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Route Target Filtering: Part 1

RR-1
192168 1.3

CEA PE-1

FE-2
192.168.1.1 192.168.1.2
AS Bbb12

userf@RR-1> show configuration protocols bgp
group pe {
type internal;
local-address 122.168.1.3;
family inet-vpn {
unicast;
}
family route-target; - family route-target (AFl=1,
cluster 1.1.1.1; | SAFI=132) capabilities are negotiated
neighbor 192.168.1.1;: with the PE routers
neighbor 192.168.1.2;

}

The graphic shows the minimal configuration needed on a route reflector to negotiate the route-target address family with
its peers. A similar configuration is needed on the two PE routers.
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Route Target Filtering: Part 2

RR-1
19216813
YPMN-A %——— — YEN-B
CE-A FE-1 PE-2 CE-B
192.168.1.1 192.168.1.2
ASBEBLZ
user@dRR-1> show bgp summary
Groups: 1 Peers: 2 Down peers: 0
Table Tot Paths Act Paths Suppressed History Damp State Pending
bgp.13vpn.o ] 8 1] 0 0 0
Peer s InFkt OutFkt outg Flaps Last Up/Dwn State|#
182.1e8.1 .1 65512 5 3 ] 0 1:18 Establ
bgp.1l3vpn.0: 2/2/0
lbgp.rtarget.0: 1/1/0}
1%Z.1e8.1.2 65512 7 5] ] 0 1:04 Establ
bgp.13vpn.0: &/6/0 _ :
Ibgp .rtarget.0: 1/1/0 I : : PE-1and PE-2 automatically advertise_q route
target for each YPN in which they participate

The graphic shows that when the route-target address family is correctly negotiated between routers, all route target
advertisements are placed into a new table called bgp . rtarget.O. Notice that PE-1 and PE-2 automatically advertise a route
target to the route reflector. The specifics relating to these advertisements are shown on the next page.
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AS#: target:#
B65512:66512: 100

YEMN-A

PE-1
192.168.1.1

CE-A

target:65512:100

bgp.rtarget.0: 2 destinations,

* £5512:65512:100/36 (1 entry,
Nexthop: 152.168.1.1
Localpref: 100
A3 path: I

bgp.rtarget.0: 2 destinations,

* £5512:65512:200/%6 (1 entry,
MNexthop: 192.168.1.2
Localpref: 100
A5 path: I

-

ASBBEB1Z2

user@RR-1> show route receive-protocol bgp 192.168.1.1 detail table bgp.rtarget.0

Z routes
1 announced)

user@RR-1> show route receive-protocol bgp 192.168.1.2 detail table bgp.rtarget.0

2 routes
1 announced)

f"’.-*". hR-j_..—' Fay
7192.168.1.3 TN

(2 active,

(2 active,

AS#:itarget:#
6551260512200

WPN-B
CE-B

target: 65512200

0 holddown, 0 hidden)

0 holddown, 0 hidden)

Once the BGP peering relationships are established using the route-target address family, the PE routers send a route
target advertisement for each of their configured import route targets. For example, because PE-1 has a VRF table configured
with a vrf-target import target:65512:100 statement, PE-1 is requesting that the route reflector send all routes
tagged with that community. This is demonstrated in the output of a show route-receive protocol bgp
192.168.21.1 command in the graphic. A route target advertisement takes the form of originating AS#:target

community.

Notice that the route reflector reflects the route target advertisement to all clients, including the client that originally sent the
advertisement. The diagram only shows the route reflector reflecting PE-1’s advertisement, but it also reflects PE-2’s

advertisement in a similar fashion.
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Route Target Filtering: Part 4

ER-1 reflects route

target to all clients.
BGF MH = RR-1

Originator ID = RR-1

AS#H: target:#

65512:65512:100 PO i

200 1R85

YEN-A — - -——% YPN-B
CE-A PE-1 PE-2 CE-B
192.1658.1.1 19216812
ASBEB12
target. 6512100 target. 65512200

user@d@PE-1> show route table bgp.rtarget.0

bgp.rtarget.0: 2 destinations, 3 routes (2 active, 0 holddown, 0 hidden)

+ = Active Route, - = Last Active, * = Both
65512:65512:100/5%6
*[RTarget/5] 00:11:15
Local
[BGP/L170] 00:03:31, localpref 100, from 192.168.1.3
A5 path: T

> to 172.22.210.2 via ge-1/0/0.210
65512:65512:200/56
*[BGP/170] 00:03:31, localpref 100, from 192.168.1.3
A5 path: T
> to 172.22.210.2 via ge-1/0/0.210

When the route reflector reflects the route target advertisements to its internal BGP (IBGP) peers, it changes the BGP next-hop
and originator ID to reflect itself. Without these modifications, PE-1 would discard the route target advertisement that it
originated. The output of a show route table bgp.rtarget.0 command shows that PE-1 considers the reflected route
to be a valid route because of the alterations made by the route reflector. Because the route reflector changes the next hop and
originator ID to itself, there must be an LSP on PE-1 that egresses on the route reflector. This LSP is required to resolve the route
target NLRIs received on PE-1. PE-1 now knows that it must send any routes contained in locally configured VRF tables that are
using export targets of target:65512:100 and target:65512:200 to the route reflector.
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Route Target Filtering: Part 5

YPN-Broutes tagged with:

] target:65512:200

19216813

CE-A FE-1
192.168.1.1 192.16
A5 BBB12

CEE

i
BT
RN

target 6h512: 100 target: 65512: 200

user@PE-1> show configuration protocols bgp

keep all;: |«

family inet-vpn { Causes PE-1 to place all received Layer 3 VPN routes into

. bgp.l3vpn.0 table, regardless of configured vrf-targets
unicast:

¥

family route-target;: RR-1 does not send YPN-E's Layer 3 WPH
routes to PE-1

user@PE-1> show route table bgp.l3vpn.0

Without route target filtering, PE-1 would unnecessarily receive routes from PE-2. Because of route target filtering, the route
reflector knows that it should only send routes tagged with the target:65512:100 community to PE-1.

In the example in the graphic, the keep all statement is used to force PE-1 to store all Layer 3 VPN routes received from the
route reflector in its bgp . 13vpn .0 table. Notice that the bgp - 13vpn .0 table is empty on PE-1. The empty table shows that
route target filtering is working because the route reflector is not sending the Layer 3 VPN routes learned from PE-2 to PE-1.

Adding Traffic Engineering

31 Enters RSWP- endineered
coreand pushes RSVP label 41 Pops RSYF label

21Finds inet .3 route to the BGP

51 Pops LOP label
next hop and assigns LOP label

1) Finds BGF next hop to ¥ 5) Fops VPN label and forwards
and assigns VPN label packetout the CE port
et @ @ @ @ @
Destination ¥ 4
PE-1 & F1 P2 F3 FE-2
Packet Labels:

o Outer Label: RSVP

LDP-Signaled LSP Middle Label: LDP

RSVP-Signaled L5P Inner Label: VPN

The use of MPLS traffic engineering can also improve VPN scaling and performance. With the Junos OS, you can extend
RSVP-based engineered LSPs all the way to the PE routers. The ability to map VPN traffic onto LSPs routed over specific facilities
in the provider’s core is useful when the VPN service is associated with a service level agreement of some kind.
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RFC 4364 requires that the PE router support the LDP signaling protocol; RSVP is optional. As a result, some non-Juniper
Networks equipment might only support LDP at the PE router. Because LDP does not support traffic engineering, it might seem
that all hope for traffic engineered VPNs is lost. With the Junos OS, you can tunnel LDP-based LSPs over an RSVP traffic
engineered LSP. Therefore, traffic engineering across the core is still possible, even though the PE routers might only support
LDP signaling.

This graphic shows how the tunneling of LDP over RSVP results in a three-level label stack for VPN traffic. The ingress PE router
pushes both a VRF label (inner) and LDP label (middle) before forwarding the labeled packet to the P1 router. The P1 router now
pushes a third label (outer) to be swapped as the packet traverses the RSVP core. Penultimate-hop popping (PHP) results in a
two-level label stack when the packet arrives at the P3 router. The P3 router also performs PHP so that the PE-2 router receives
a packet with a single-level label stack. PE-2 uses the remaining VRF label to associate the packet with the correct VRF
interface.

LDP Tunneling

[edit]

user@Pl# show protocols mpls

lakbel-switched-path Pl1-to-F3 {
to 152.168.5.3;
ldp-tunneling;
no-cspt;

b

interface all;

[edit]

ugser@Pl# show protocols 1ldp
interface ge-0/0/0.0;
interface 1o00.0;

This graphic shows the key configuration steps required for LDP tunneling over RSVP. In this case, the P1 router has an RSVP
session to the P3 router that includes the 1dp-tunnel ing statement. This router is also configured to run LDP on the
PE-facing interface (ge-0/0/0) as well as on its 100 interface, because you must run LDP on the router’s 100 interface when
performing tunneling.

The following capture is from a core P router, where LDP tunneling over RSVP is configured. It clearly shows the three-level label
stack that results from LDP tunneling:

Frame 25 (110 on wire, 110 captured)
Ethernet 11
Destination: 00:d0:b7:3F:b5:0c (00:d0:b7:3F:b5:0c)
Source: 00:d0:b7:3f:b4:ce (00:d0:b7:3f:-b4:ce)
Type: MPLS label switched packet (0x8847)
MultiProtocol Label Switching Header
MPLS Label: Unknown (100003)
MPLS Experimental Bits: O
MPLS Bottom OFf Label Stack: O
MPLS TTL: 254
MultiProtocol Label Switching Header
MPLS Label: Unknown (100003)
MPLS Experimental Bits: O
MPLS Bottom OFf Label Stack: O
MPLS TTL: 254
MultiProtocol Label Switching Header
MPLS Label: Unknown (100002)
MPLS Experimental Bits: 4
MPLS Bottom Of Label Stack: 1
MPLS TTL: 254
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Internet Protocol
Version: 4
Header length: 20 bytes

VRF Table Modifications Are Non-Disruptive

= When a VPN/VRF table is added to or removed from a
PE router, is it disruptive?
* No

= How many router configurations must be changed
when you add or remove VPN/VRF tables?

* Only the affected PE router must be configured—in this case,
to peer with the route reflector responsible for the new VPN

* When a VPN is completely removed from the PE router,
it simply withdraws all those VPN-IPv4 routes

* Route target filtering and route refresh simplify this process

The support of BGP refresh means that modification to a PE router’s VRF-related configuration is non-disruptive to the operation
of the other VPNs configured on that PE router. Without refresh, changes to VPN membership would require clearing the shared
MP-BGP sessions between PE routers, which would be disruptive to all VPNs supported by that PE router.

Adding a New VPN

In general, adding a new VPN site to a PE router does not require the modification of the configuration in the remote PE router,
the provider core, or in any route reflectors that are deployed, especially when all PE routers have full MP-BGP and MPLS
connectivity (with or without route reflectors). With these prerequisites, the new VPN site requires configuration changes only to
the PE router attaching to the new site.

If full MP-BGP and MPLS connectivity is not preprovisioned among the PE routers, the remote PE routers require changes; the
remote PE routers must then establish LSP and MP-BGP sessions to the PE router serving the new VPN site.
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Number of VRF Tables

= Number of VRF tables
* Might be up to 9000 depending on the Routing Engine

= Number of total routes per device can vary a great
deal depending on platform and hardware
* MX-960 can handle up to 1.5 million routes
« Canreach upto 2.4 million routes with some Trio DPCs

* Option to limit prefixes received from CE router

* maximum-routes route 1imit [locg-only | |
threshold <1-100> }]

= Additional factors
* Does the PE router carry Internet routes?
* Are the CE routing protocols stable?

* |s the PE router performing value-added services, such as
rate limiting and firewall?

This graphic outlines some of the recommended guidelines for scaling. You should understand, that many of the limitation are
related to available Routing Engine memory. The total number of VRF instances per device can be as high as 9000. This total
number might be more or possibly less depending on the resources needed for the PE-CE routing. It is recommended that the
PE-CE routing protocol be kept as simple as possible. For instance, static or RIP routing presents less processing load on the PE
router when compared to the OSPF or BGP routing protocols.

Number of Routes Per Device

The total number of routes that are supported widely varies depending on the platform and the hardware combinations being
used. The MX960 for instance, can handle up to 1.5 million routes. With certain Trio Modular Port Concentrators (MPCs) the
number of routes can reach as high as 2.4 million.

The Junos OS allows you to limit the number of prefixes received from the CE router using a dynamic routing protocol. When the
prefix limit is reached, you can choose to have warning messages logged, or to stop accepting additional routes. The

max imum-routes option is configured under the routing-options portion of a routing instance’s configuration. Take care
when opting to ignore CE routes in excess of the limit, as the results can lead to some interesting troubleshooting]!

Additional Scaling Factors

With the preceding guidelines in mind, you must also consider other factors that can affect the processing and resource loads
on a PE router. For example, does the PE router serve double duty by providing non-VPN Internet access services? Does it carry
a full BGP table? Is the CE routing protocol stable? Instability (route flap) within a VPN site can result in substantial processing
loads on the PE router. Have valued-added services such as firewall filtering been deployed on the PE router?

Because so many variables exist, it is difficult to provide a concrete rule defining how much is too much. Adhering to these
scaling recommendations should result in successful VPN deployment.
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Private Addressing Requires NAT

If a VPN site uses private addressing, Internet access requires
some form of Network Address Translation (NAT). Either the CE or
PE routers can perform the NAT function.

Public Internst

RFC 4364 Internet Access Options

The following list provides details about the various RFC 4364
Internet access options:

Customer site %

YEN

. Option 1: RFC 4364 defines several Internet access
options. In Option 1, the PE router does not

exchange routes between its main routing instance
and the instances associated with its VRF tables. Option 1 solutions are often referred to as non-VRF Internet
access because Internet traffic ultimately crosses a non-VRF interface before leaving or entering a VPN site.

. Option 2: Option 2 defines Internet access options in which the PE router maintains partial or full Internet routes in

its main routing table and has the ability to redistribute routes between the VRF tables and the main routing
instance. Option 2 solutions can provide VRF interface-based Internet access, depending on implementation
specifics. Option 2 might require the PE router to place some or all of the VPN’s routes into the main forwarding
table to accommodate return traffic. The routes copied into the main forwarding table must represent globally
unique addresses.

Option 3: Option 3 defines Internet access options in which a central CE location is used to provide Internet access
to other sites using both a VRF and non-VRF interface. Option 3 solutions are referred to as VRF-based Internet
access, because remote CE locations use a VRF interface to connect to the central site providing Internet access.

In operation, the central site advertises a default route placed into the VRF tables of the remote locations. When the central CE
device receives nonlocal traffic, it turns the traffic around and sends it to the PE router using a non-VRF interface.

Option 1.1

* VPN customer has separate connection to Internet from
some or all of its sites

Public Internet

N
Custaomer %’ \

Site 1 Provider VPN

88688
Site 3
PE-1 Pl P2 P3 PE-2 e

Customer

Site 2

In Option 1.1, the VPN service provider and PE router provide no Internet access functionality. The customer sites have separate

connections for Internet access, so the PE router never receives nor transmits Internet traffic.

By default, the Junos OS supports Option 1.1.
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Option 1.2

Internet Internet aware router

% Internet traffic |
Customer % % % % % Custornar
Site 1 [ iy ks - e T Site 2

FPE-1 FE-2

YPM Provider YPN traffic

= Option 1.2: PE router provides Layer 2 connectivity to
a router that maintains some or all Internet routes

e Service provider provides both BGP/MPLS VPNs and Layer 2
MPLS VPNs

* VPN connection assumes a separate logical (but not
necessarily physical) link between CE device and PE router
(for example, DLCI, VLAN, and GRE)

* Layer 2 VPN has connectivity to an Internet-aware router
» Different VPNs can use different Internet-aware routers

In Option 1.2, the PE router provides a Layer 2 connection to an Internet-aware router. This Layer 2 VPN connection does not
require a separate physical interface, as it can function over a second logical unit on the interface used for VPN access. Each CE
router can be connected to the same Internet-aware device or can be attached to separate Internet-aware provider routers.

The Junos OS supports Option 1.2 using either circuit cross-connect (CCC) or Layer 2 VPN technology.
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Option 2.1: Separate Interfaces for VPN and Internet

Internet

Internet traffic
Customer %_
Sitel R

VEM traffic WM Provider

% % N Customer
TR, SESECE BT, o T Site 2
RP3

PE-1 P1 Fz PE-2

= Option 2.1: Main routing table contains Internet
routes and is consulted for packets received over
non-VRF interfaces

* Forces homogeneous Internet route selection for all VPNs
connected to the PE router

* Requires a separate logical link between CE device and PE
router for carrying traffic to and from the Internet

In Option 2.1, the PE router maintains partial or full Internet routes in its main routing instance. All VPN customers attached to
the PE router share these routes, which forces homogenous Internet access.

With this option, the CE router attaches to the PE router using both a VRF and a non-VRF interface. Traffic received over the
non-VRF interface is matched against the main routing table, while traffic received over the VRF interface is matched against

the VRF table.

The VPN site’s global addresses are associated with the non-VRF interface. These routes are placed into the main routing table
to attract reverse traffic. Because all VPN customers have the non-VRF interface traffic matched against a common routing
table, the result is homogenous routing for Internet access.
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Option 2.2: Separate Interface for Returning Internet Traffic

Internet

_ Return Internet traffic

Customer %
Sitel "

Cutbound Internet traffic

% % N Custamer
k. o - e Site 2
F3

PR F1 P2 PE-2

: YEMN Provider
WPN /Internet traffic YN traffic

= Option 2.2:
e Some or all Internet routes maintained in VRF table on PE

« Routes matching non-VPN addresses are directed to the main
routing table for lookup using the next-takle operation

* Requires a separate logical link between CE and PE router
for carrying return traffic from the Internet (which presents
scaling problems if VRF tables maintain a full set of routes)

* PE probably maintains a 0/0 plus a small number of other Internet
routes per VRF table with this option

In Option 2.2, the PE router and CE device once again attach with both a VRF and non-VRF interface. In this case, the CE router
sends both VPN and Internet traffic to the PE router using the VRF interface. The PE router must be able to match the packet
against the VRF table as well as the main routing table. The Junos OS can accomplish this matching by placing a static route
(usually a default route) in the VRF table that uses the next-table option to force a second lookup in the default routing
table.

Traffic returning from the Internet is matched against the main routing instance and delivered to the customer using the
non-VRF interface. All the global addresses associated with the VPN site must be added to the main routing table to allow
reverse traffic.
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Option 2.3: Single VRF Interface for VPN and Internet Access

Internet

Internst traffic |

= @O @GO
Site 1 = —-— - - = - - = Sita 2
P2 P3 PE-2 =

PE-1 P

L WP Provider
WPMN /Internet traffic VPN traffic

= Option 2.3:
» Single interface for VPN and Internet access

e Requires that:

» Either VPN has no private addresses or that it uses BGP with
communitytagging

* VRFroutes be copied into inet. 0 using RIB groups

« Non-VPN routes be matched against the main routing table using
the next-takble operation

If the VPN does not use private addresses space, both VPN and Internet access can be achieved with a single VRF interface by
copying the routes from the VRF table into the main routing table using RIB groups. This option also requires that the VRF table
carry a default route using the next-table option to direct nonmatching packets to the main routing table for longest-match
lookup.

When the PE-CE protocol is BGP, Option 2.3 can be achieved when the VPN site is using a mix of private and global addressing.
In this case, BGP community tags differentiate between global and private addressing. By sorting out the global from private
addresses from the tags values, the global routes that are to be copied into the main routing instance can be determined.
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Option 3.x: VRF Internet Access

Internst

All Internet traffic

Customer % 4
Site 1 P

YEN Provider
ela ela éla ela_ Customer
T - e e F i Site 2
. o PL P2 PG - "VPE2 e

/0 Default route

' YWPMN /Internet traffic

= Option 3.x:

e Central CE device sends Internet/default routes to remote
sites

* Remote sites access both VPN and Internet using their
single VRF interface

e Central CE device turns Internet packets around and sends
them to PE router over a non-VRF interface

The Option 3 solutions use a central CE site to provide Internet access for remote CE sites belonging to the same VPN. These
solutions often are called VRF Internet access because from the perspective of the remote CE locations, the same VRF interface
and VRF table is used to access VPN and Internet destinations.

In operation, the central CE route normally connects to the PE router using both a VRF and a non-VRF interface. The VPN'’s global
addresses are associated with the non-VRF interface. These routes are placed in the main routing table. The central CE router
then redistributes Internet routes (this can be a default route) to the remote CE locations.

Therefore, the central CE device receives both VPN and Internet traffic over its VRF interface. In the case of Internet traffic, the
central CE device turns the packets around and sends them back to the PE router using its non-VRF interface.
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The Junos OS Internet Access Support

* Internet access through a non-VRF interface (PE router has
no Internet routes)

* Options1.1and 1.2
* Internetaccess through a VRF interface (PE router has some
or all Internet routes)
* Options 2.1.2.2. and 2.3
» Uses a default route in VRF table that points to next-table inet.O
* Routesin inet.0 cannot point back to a VRF table

* RIB groups are requiredto install VPN routes into inet.O so that
return traffic can be routed correctly to CE device

« Canuse a single PE-CE VRF interface
* Central CE device providing Internet access (Option 3 .x)

* |[n all cases, the CE device must use globally assigned IP
addresses for Internet traffic

This graphic summarizes the Internet access options supported by the Junos 0S.

Review Questions

1. What are four methods to improve Layer 3 VPN
scaling?

2. List and briefly explain three ways to provide Layer 3
VPN customers with Internet access.

Answers to Review Questions
1.

Some of the recommended methods atre: observing PE router limits regarding total number of routes, keeping the CE-to-PE routing
simple, using BGP route reflectors for VPN routes, using the BGP refresh option, and using route target filtering.

2.

First there is Option 1 which provides Internet access through a non-VRF interface (PE router has no Internet routes). Second there is
Option 2 which provides Internet access through a VRF interface (the PE router has some or all Internet routes). And finally there is
Option 3 which provides Internet access through a central CE device.
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Chapter 11: Layer 3 VPNs—Advanced Topics

This Chapter Discusses:

How the auto-export command and routing table groups can be used to support communications between sites
attached to a common provider edge (PE) router;

The flow of control and data traffic in a hub-and-spoke topology;

The various Layer 3 virtual private network (VPN) class of service (CoS) mechanisms supported by the Junos
operating system; and

Junos OS support for generic routing encapsulation (GRE) and IP Security (IPsec) tunnels in Layer 3 VPNs.

Allowing Communication

= Goal: Allow communications between CE-A and CE-B
without placing them into the same VPN

= Solution: Use the auto-export command or RIB
groups

At this point, you should be well versed in the procedures used to populate VPN routing and forwarding tables (VRFs) with

routes learned from local customer edge (CE) devices and with the routes learned from remote PE routers. However, what if you

want to allow communications between two different VPN sites that attach to the same PE router?
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A common example why this might be necessary is a provider’s network management system requiring communications with CE
routers at customer sites that are attached to the same PE router. In some cases, it might be possible to resolve this dilemma by
simply combining the two VRF tables into one VRF table by placing both CE routers into the same VPN. Unfortunately, this
straightforward solution does not work well for the example on the graphic because administrative boundaries (which are the
whole purpose of VPNs) are difficult to maintain when different VPNs suddenly merge into one VPN.

VRF policy does not solve this problem either. VRF policy normally only affects routes exchanged between PE routers. Because
the sites shown on the graphic are attached to the same PE router, no Multiprotocol Border Gateway Protocol (MP-BGP) session
exists to which you could even apply VRF policy. However, if you configure the auto-export command in each VRF table, the
import and export VRF policies are evaluated without the need for MP-BGP sessions to exist, as described in the following
pages.

Using Routing Table Groups

Another solution to this problem involves routing table groups. Routing table groups allow the linking of different routing tables
within the router so that routes can be exchanged between them. The use of routing table groups to solve this problem is
demonstrated as well in following pages.

auto-export Example

" auto—-export command configured in multiple VRF
tables causes router to analyze vrf-import/export
policies or vrf-target statements in those VRF tables

* VPN routes are copied into appropriate local VRF tables

[edit routing-instances]
uzer@PE# show

10.0.21/24

vpn-a | vpn-b {

instance-type vri; instance-type vrf;

interface ge-0/0/0.0; interface ge-0/0/3.0;

vrf-target target:65412:100; vrf-target target:65412:100;

routing-options | routing-cptions {

} '

protocols | protocoels |

bap | bagp {
group ce-a | group ce-b {

peer—as 65000; peer—as 65000;
as-override; ag-overrids;
neighbor 10.0.21.2; neighbor 10.0.50.2

This graphic provides an example of how to use the auto-export command to leak routes between VRF tables in the same
PE router. The drawing on the graphic shows the PE router that now has CE-B attached to its ge-0/0/3 interface. In each VRF
table on the PE, the auto-export command is enabled. This command causes the router to analyze some combination of
the vrf-Import policy, vrf-export policy, and the vrf-target statements of each VRF table that has the
auto-export command configured. Any routes with the correct target communities are then copied between these VRF
tables.

In the preceding example, because both VRF tables use the same import and export VRF target, all routes in the vpn-a table
are copied into the vpn-b table, and vice versa.
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VRF Routing Table Group Example

routing-options |

rikb—groups |

a-to-b |
inport-rib [ vpn-a.inet.0 wpn-b.inet.0 ]:

}

b-to-a |
import-rib [ vpn-b.inet.0 wpn-a.inet.0 ]; 10.0.21/24

}

1

autonomous—system 65412 ;

PE

}
routing—instances !
vpn-a |

routing-options {
interface-routes |
rib—group inst a-to-b;

}

}
protocols
bap |
Jgroup ext |
type external;
family inet |
unicast |
rib—group a-to-b;

}

This graphic provides an example of how to use routing table groups to leak routes between VRF tables in the same PE router.
The code snippet begins with the creation of two routing table groups under the [edit routing-options] hierarchy. In
this example, the a-to-b routing table group is told to place its routes into its own instance (vpn-a. inet.0) and into the
routing table associated with the vpn-b. inet.0 instance. The same effect is configured for the opposite direction with the
b-to-a routing table group.

When listing the import-rib variables, the first routing table listed is considered the owner of the routing table group.
Therefore, the vpn-a. inet.0 s listed before the vpn-b. inet.0 in the a-to-b routing table group. This order prevents the
a-to-b routing table group from functioning if it is applied later to the vpn-b routing instance.

The next code snippet shows the relevant portions of the vpn-a VRF table. While the VRF table configuration for vpn-b is not
shown, that instance requires similar configuration steps. In this case, the VRF instance has its routing-options configured
to place the VRF interface routes into the a-to-b routing table group. This configuration is required so that the interface routes
associated with each VRF table are copied into the VRF tables of the other sites with which it is to communicate. If the VRF
interface routes are not copied into the other VRF tables, the routes that are copied will be unresolvable (and therefore
unusable) by virtue of their pointing to an unknown interface as part of the packet’s next hop.

The last relevant portion of vpn-a’'s VRF configuration is the need to link the CE-PE routing protocol to the a-to-b routing
table group. This step causes the BGP routes learned from CE-A to be copied into both the vpn-a and vpn-b VRF tables. EBGP,
OSPF, and RIP support routing table groups. You can define static routes in each site’s VRF table, or they can be specified in a
routing table group that imports into the VRF tables.

The Junos OS also allows the use of policy to control the exchange of routes between routing table groups. To use this feature,
include the import-policy option when defining the routing table groups:

user@PE# show routing-options
rib-groups {
a-to-b {
import-rib [ vpn-a.inet.0 vpn-b.inet.0 ];
import-policy rib-policy;
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Verifying the Results

user@PE# run show route table vpn-b

vpn-b.inet.0: 11 destinations, 11 routes {11 actiwve, 0 holddown, 0 hidden)

+ = Active Route, - = Last Active, * = Both
10.0.21.0/24 *[Direct/0] 03:21:27
> via ge-0/0/0.0
[BGP/170] 03:21:27, localpref 100 — VRF routes
AS path: 65001 I (localand BGP)from
> to 10.0.21.2 via ge—U/O/0.0 VPN_Aare.nowin
10.0.21.1/32 *[Localys0] 03:21:27 H/_—.—-—-'" VPN-B's VRFtable
Local
10.0.50.0/24 *[Direct/0] 00:16:48
> via ge-0/0/3.0
10.0.50.1/32 *[Local/s0] 00:16:48
Local

= VPN-A's interface and BGP routes are in VPN-B's VRF
table (although not shown, VPN-B's interface/BGP
routes are also present in VPN-A's VRF table)

To verify the results, we issued a command to display the VRF table associated with the vpn-b routing instance. The display
confirms that the interface and BGP routes contained in the vpn-a VRF table are now present in the vpn-b VRF table. The
screen capture also confirms that the interface routes associated with the vpn-b instance are also present in the vpn-b VRF
table.

The 10.0.21/24 interface route is listed twice because it is both a direct route and a route learned through BGP (the CE-A router
has a BGP policy to redistribute direct routes). Because policy is not used in this routing table group example, both routes are

copied from the vpn-a VRF table to the vpn-b VRF table even though only the direct route is currently active in the vpn-a VRF
table.

Although not shown in the graphic, the configuration steps performed under the vpn-b routing instance cause the interface
and BGP routes in the vpn-b VRF table to be copied into the vpn-a VRF table.
Site A and Site B Can Communicate

Because both VPN sites now have routes for each other’s site, the two locations can now communicate freely through the PE
router.
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vpn-b’s Modified VRF Export Policy: The Final Step

[edit policy-options policy-statement |venk-exgory]
user@PE# show
term 1 {
from {
protocol bgp:
linterface ge-0/0/3.0;|

I
then |
community add vpnk-target:
accept;
h
h
term 2
then reject;
I

= VRF export policy for vpn-b matches the routes
learned from interface ge-0/0/3
* Routes copied from the vprn—-a VRF table are not sent to
remote PE routers

Now that we have the two VRF tables sharing routes, the question might arise as to how we can keep these routes from being
sent to remote PE routers. Assuming this is a problem, the answer is making an easy modification to the VRF export polices of
the affected VRF tables.

The example shows vpn-b’s VRF export policy, which now includes an interface condition in term 1's from clause. The result
is that only routes learned from the ge-0/0/3 interface are accepted for export to remote PE routers. This result prevents the
vpn-b instance from advertising routes leaked from the vpn-a VRF table.

Reduces the Number of BGP Sessions and LSPs Required

Layer 3 VPNs can be deployed in a hub-and-spoke topology in which remote sites communicate through the hub site CE router.
This topology is well suited for centralized data processing environments where spoke-to-spoke communications are the
exception rather than the norm. A hub-and-spoke VPN has the added advantage of reducing BGP peering and LSP requirements
in that spoke locations only require a single BGP session and LSP to the hub site. The hub site must support n-1 LSPs and BGP
sessions, however, because it must connect back to each spoke site.

Two VRF Instances Required at Hub

For proper operation, the hub PE router requires two VRF instances. The spoke instance receives routes from the spoke
locations and conveys them to the hub CE router. The hub instance receives routes from the hub CE router and redistributes
them out to the spoke sites.

Two VRF Interfaces Required at Hub

A separate VRF interface is required to back up each VRF instance in the hub PE router. In practice, this interface is normally
one physical interface with two logical units.

Two Route Targets Needed

The hub-and-spoke topology uses two route targets. Spoke sites advertise routes to the spoke instance using one route target
and receive routes from the hub instance with another route target. You can implement a hub-and-spoke topology with a single
route distinguisher used for both the hub and spoke instances, but the presence of route reflection forces a unique route
distinguisher value for each instance. This requirement is needed to ensure that the route reflector does not attempt to
compare the routes advertised (and choose a best route) by the two instances.
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AS Path Loops and Domain ID Issues

The use of BGP in a hub-and-spoke topology can result in problems with AS loop detection. Enabling autonomous system (AS)
loops on the hub PE router might be required, even when using as-override and remove-private.

The use of OSPF as the hub PE-CE routing protocol can present problems due to the up/down bit that prevents link-state
advertisement (LSA) looping. A PE router that receives an LSA with this bit set will not install the corresponding route. By default,
this bit is set on all LSAs that the PE router advertises to the CE router. You can disable this functionality by explicitly configuring
domain-vpn tag 0. Hub sites must manually configure this VPN route tag in their spoke instance so that the hub instance
will install the routes to spoke CE routers.

Locally Attached Spokes

The presence of multiple spokes attached to the same PE router, or a spoke site attached to the hub PE router, requires
additional configuration steps to ensure the hub CE device is transited for spoke-to-spoke communications.

Signaling Flow Between Spoke Locations

Hub
CE

ge-0/0/0.0| 4lge-0/0/0.1

\_

This graphic highlights the flow of signaling (routing protocol exchanges) between two spoke locations. The result is that spokes
learn each other’s routes through the hub PE router, thereby causing the hub CE router to act as a transit point for all traffic
between spoke locations.

The following list provides details of the signaling flow shown in the graphic:
1. Spoke CE-1 advertises a route.
2 Spoke PE-1 advertises this route to the spoke instance on the hub PE router using the spoke route target.
3. The spoke instance in the hub PE router sends the route to the hub CE router using the ge-0/0/0.0 VRF interface.
4

The hub CE router either readvertises the route or generates an aggregate for all spoke sites, which is sent to the
hub PE router’s hub instance using the ge-0/0/0.1 VRF interface.

5. The hub instance in the hub PE router advertises this route to the spoke sites using the hub route target.

The spoke sites match the routes with the hub route target and install the route in their VRF table. For spoke PE-2, the route is
sent to the attached spoke CE router (CE-2).
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Data Flow Between Spoke Locations

4 3
ge-0/0/0.0 l I ge-0/0/0.1
— y —~——1 e

VRF

This graphic highlights the flow of data (forwarding plane) between two spoke locations. The following list provides the details of
this flow:

1. CE-2 sends a packet addressed to the CE-1 site.
2. PE-2 has learned the routes for Site 1 through the hub instance, so it forwards the packet to the hub PE router.

3. The packet is received by the hub PE router’s hub instance. It is forwarded out the
ge-0/0/0.1 VRF interface, because the hub instance has learned these routes from the hub CE router.

4. The hub CE router has learned about Site 1’s routes from the hub PE router’s spoke instance. Therefore, the packet
is turned around by the hub CE router and is sent back to the hub PE router on the ge-0/0/0.0 VRF interface.

5. The spoke instance in the hub PE router forwards the packet to spoke PE-1.

6. Spoke PE-1 forwards the packet to CE-1.
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Sample Spoke VRF Table

= A single routing instance is defined in the spoke sites:

routing-instances {
vpna 1
instance-type vri;
interface ge-0/0/0.0;
route-distinguisher 192.168.16.1:1;
vrf-import vpna-import;
vri-export vpna-export;
protocols |
baop {
group ext {
tvpe external;
peer—-as 65001;
as-—override;
neighkbor 10.0.21.2;

t

This graphic provides an example of a spoke PE router’s VRF table configuration. Only one instance is required for spoke sites. In
this example, the PE-CE routing protocol is EBGP.

Sample Spoke VRF Import Policy

= A spoke site’s VRF import policy that accepts route
tagged as coming from the hub route target:

policy-options {
policy-statement vpna-import {
term 1 {
from {
rprotocol bgp:
community hub;
t
then accept:
t
term 2 {
then reject;

}

community origin-pel members origin:192.165.16.1:1;
community hub members target:65412:100;
community spoke members target:55412:101;

I
This graphic shows a spoke site’s VRF import policy set to match the routes with the hub route target.
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Sample Spoke VRF Export Policy

= A spoke site's export policy and community
definitions:

rolicy-statement wvpna-export {
term 1
from protocol [bgp static direct ]
then {
community add origin-pel;
community add spoke;

accept;
}
}
term 3 {
then reject;
}

¥
community origin-pel members origin:l192.168.16.1:1;
community huk members target:65412:100;

community spoke members target:65412:101;
h

This graphic shows that a spoke site’s VRF export policy is configured to attach the spoke route target to the advertisements it
sends to the hub PE router.

This example also shows the extended community definitions, including both a hub and a spoke route target.

Sample Hub Configuration: VRF Interfaces

= Multiple interfaces (logical or physical) needed at the
hub location:

interfaces {
ge-0/0/0 {
vilan-tagging;
unit O 1
vlan-id 100;
family inet |
address 10.0.29.1/24;
1
1
unit 1 1
vlan-id 200;
family inet |
address 10.0.30.1/24;
I

}

This portion of the hub PE router’s configuration shows that two virtual LAN (VLAN)-tagged logical interfaces are provisioned to
support the two routing instances required by the hub PE router.
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Sample Hub Configuration: Hub Instance

=" The hub instance exports routes learned from the hub
CE device to the remote spokes:

routing-instances {
hub {
instance-type wvri;
interface ge-0/0/0.1;
route-distinguisher 19%92.168.24.1:1;
vrf-import null;
vrf-export hub-out;
protocols |
bage {
group extl {
type external;
peer-as 65001;
neighkor 10.0.30.2;

}

This graphic displays the hub PE router’s hub VRF configuration. This instance is tied to the hub PE router’s ge-0/0/0.1 VRF
interface and is configured for EBGP routing exchange with the hub CE router.

Because spoke routes are learned by the hub site’s spoke VRF instance, the hub instance uses a nul I VRF import policy. As
shown on subsequent sections, this policy requires that a policy statement named nul I be configured with a single then
reject statement.
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Sample Hub Configuration: Spoke Instance

" The spoke Iinstance imports routes from the remote
spokes and sends them to the hub CE device:

routing-instances |

spoke {
instance-type wvri;
interface ge-0/0/0.0;
route-distinguisher 192.163.24.1:1;
vrf-import spoke-in;
vri-export null;
protocols {
bgo |
groupe ext |
type external;
peer—-as 65001;
ag-override;
neighkor 10.0.29.2;

}

This graphic displays the hub PE router’s spoke VRF table configuration. This instance is tied to the hub PE router’s ge-0/0/0.0
VRF interface and also is configured for EBGP routing exchange with the hub CE router.

Because the hub site’s hub VRF instance advertises spoke routes, the spoke instance is using a nul I VRF export policy. As
shown on subsequent graphics, this policy requires that a policy statement named nul I be configured with a single then
reject statement.

Because EBGP is used on the hub’s PE-CE link, AS-path loop detection is a problem. In this case, the use of the as-override
knob prevents loop detection problems as the spoke routes are delivered to the hub CE router through the spoke instance.
However, because the provider's AS number is now at the front of the AS path, when the hub CE router readvertises the routes
back to the hub PE router’s hub instance, the hub PE router detects an AS loop and discard the routes. Therefore, you should
observe the following guideline:

. Do not use EBGP at the hub site.
. Configure AS loops 2 on the hub PE router’s hub instance.

Configure the hub CE router with static routes (which can be aggregates) redistributed into the hub CE device’s hub instance
EBGP session. Because these routes originate at the hub CE router, the provider's AS number is not present in the AS path.
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Sample Hub Configuration: VRF Policy

= Sample hub policy (two route targets are used):

rolicy-options {
rolicy-statement spoke-in {
from {
rrotocol bgp;
community spoke;
h
then accept;
}
rolicy-statement hub-out |
from protocol kgp:!

then {
community add hulb;
accept;

¥

}
rolicy-statement null

then reject:
¥
community hub members target:65412:100;
community spoke members target:&b4l12:101;

}

This graphic displays the hub PE router’s VRF policy and extended BGP community definitions. The hub’s spoke-in policy
matches the routes with the spoke route target, while the hub-out policy adds the hub community. The spoke VRF policy
configuration in effect reverses the above policies by attaching the spoke community on advertised routes and matching the
routes learned from the hub community for received routes.

Most Problems Relate to Signaling Exchanges

= Most problems relate to sighaling

» Verify the signaling exchange by confirming the presence of
a spoke route at each stage

» Start with an examination of the hub PE router's spoke
instance to save time

* Suspect route target mismatches
* Suspect AS loop detection when using EBGP at the hub site

Because the signaling plane is more complex than the forwarding plane, and because forwarding cannot work when signaling is
broken, you should approach hub-and-spoke troubleshooting by first verifying proper signaling flows.

While complex in its entirety, breaking down the signaling into discrete steps makes signaling verification a manageable task.
For example, if the spoke route is in the local spoke CE device’'s VRF table but not in the hub PE router’s spoke instance, the
problem must relate to either that spoke’s advertisements (VRF export) or the hub PE router’s reception (VRF import).

By examining the hub PE router’s spoke VRF instance first, you can verify nearly one half of the total signaling exchange in one
step. Eliminating half of all possible causes with each test is a prime way of expediting the fault isolation process.

Because of the requirement for two route targets, and the likelihood of AS loop detection when EBGP is provisioned at the hub
PE-CE link, you always should suspect these two areas as likely causes for operational problems.

Chapter 11-12 e« Layer 3 VPNs—Advanced Topics © 2013 Juniper Networks, Inc. All rights reserved.



JNCIS-SP Study Guide—Part 3
Traceroute from Spoke to Hub First

When a traceroute between two spoke locations fails, it is often difficult to determine the location of the problem. Because
spoke-to-spoke communications must transit the hub location, first verify that each spoke location can communicate
successfully with the hub site. When two spokes can reach the hub, but not each other, the problem normally lies in the hub CE
device operation, as it would relate to the re-advertisement of the spoke routes.

Filtering and CoS Functions Available at Ingress

= Filtering and CoS mapping functions available at
ingress PE router
» Firewall filtering, classification, rate limiting, precedence
mapping

The full range of filtering and CoS functions are available at the ingress PE router. The functions include firewall filtering, rate
limiting, queue selection, and IP precedence mapping.

Filtering and CoS Functions Available at Egress

= Filtering functions might be unavailable at egress PE
router

e Supportof vrf-table-label and vt-interface
allows filtering functions at egress router

You can also employ filtering and CoS functions at the egress PE router when certain conditions are met. These functions allow
for Address Resolution Protocol (ARP) operations, egress rate limiting, and firewall filtering.

VRF Label Experimental Bits

= \/RF label EXP bits can be set based on FW filters,
Ingress interface, or IP precedence bits

The EXP bits in the VRF label can be set based on firewall classification, IP precedence bits, or ingress interface.

RSVP Label Experimental Bits

= Quter label (RSVP) can be set statically with
class-of-service configuration option

* Enhanced FPC can write both labels independently

The EXP bits of the RSVP label can be set with a static CoS value. Or, with the Enhanced Flexible PIC Concentrator (FPC), the
RSVP or LDP label can have its EXP field set to the value used by the VRF label.
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classifTiers exp Setting on Transit LSRs

mclassifiers exp option is available on transit
and egress PE router

» Accommodates WRR and RED functions for [abeled packets

Setting the classifiers exp option on transit LSRs makes weighted round-robin (WRR) and random early detection (RED)
functionality available for labeled packets. Failing to specify an EXP classifier results in all labeled packets being placed into
output queue O by default. With Enhanced FPC hardware, you can create custom EXP to output queue mappings, but an exp
classifiers statement is still necessary to effect EXP-based output queue selection for queues 1-3.

Layer 3 VPN CoS Example

user@Rl# show interfaces ge-1/0/0
unit 0 {
family inet {
filter {
[tnput test;|

¥
address 10.0.6.1/24;

user@Rl# show firewall family inet

filter

term
from {
protocol icmp;

}

then forwarding-class assured-forwarding;

}
term 2 {
then accepts;

}

useriiRl# show protocols mpls label-switched-path am
to 1%2.168.24.1;
|class-of-service 4;|

This graphic provides an example of how you can use firewall filters to classify packets for queuing, and how you can configure
an RSVP session with a static CoS value. The result of this configuration is that transit LSRs queue the labeled packets in queue
number 2 (assured-forwarding forwarding class). The ingress PE router places all Internet Control Message Protocol
(ICMP) traffic into queue 2 with all other traffic going into queue O (the default queue).

With an Enhanced FPC, both labels can be written independently. Thus, the queuing decisions made by the ingress PE router
can be mirrored in the transit LSRs and at the egress PE router.
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RSVP Label Has Static CoS

Frame 12 (106 on wire, 106 captured)
Ethernet IT
MultiProtocol Lakbel Switching Header
MPLSE Label: Unknown (100003)
| MPLS Experimental Bits: 4] Top Label
MPLS Bottom Of Lakel Stack: O
MPLS TTL: 254
MultiProtocol Lakel Switching Header
MPLS Lakel: Unknown (100001)
|[MPLS Experimental Bits: 4] Bottom Label
MPLS Bottom COf Lakel Stack: 1
MPLS TTL: 254
Internet Protocol
Verzsion: 4
Header length: 20 bytes

This protocol capture shows the results of the CoS configuration shown on the previous page. The top label in this example is
carrying the static CoS value associated with the LSP itself.
Bottom Label Has Firewall-Based Classification

The bottom (VRF) label in this example is carrying a CoS value set by the firewall-based classification of the packet at ingress.
With a B2 FPC, the firewall-based classification is overwritten by the outer label’s EXP value. Therefore, differentiated queuing is
only possible at the ingress PE router. With the Enhanced FPC, the values are set independently. By default, an Enhanced
FPC-equipped router sets the outer label to the value of the inner label such that classification at the ingress PE router sets the
EXP field of both labels, thereby allowing transit and egress queuing based on input classification.

Load Balancing

You can load-balance VPN traffic across multiple LSPs by applying a load-balancing policy to the main forwarding instance.

Mapping Traffic to Specific LSPs

= Can map VPN traffic to specific LSPs when equal-cost
LSPs exist

* Policy used at ingress or egress nodes

« Tag VPN routes with communities at LSP egress. match these
communities at LSP ingress node

« Manipulate BGP next hop at LSP egress. map LSPs to the correct
BGP next hop at LSP ingress

You also can map VPN traffic to a specific LSP when multiple LSPs exist between a pair of PE routers. This mapping allows a
service provider to offer a multitier service by deploying LSPs between PE routers having differing performance characteristics.

The most common technique for prefix-to-LSP mapping involves routing policy at the LSP ingress node. This policy maps traffic
to a particular LSP using community-based match criteria. This technique assumes that the LSP egress node tags VPN prefixes
with the correct community value as the routes are advertised to PE routers using multiprotocol IBGP. Note that this technique

currently does not support route filter match conditions at the LSP ingress node.

You can also map prefixes to LSPs by manipulating the BGP next hop at the LSP egress node as the routes are advertised to PE
routers. When establishing the two LSPs, you must use care to ensure that each is defined to terminate on the correct IP
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address at the LSP egress node. The result is that the LSP ingress node resolves some of the VPN routes to one of the BGP next
hops and the remaining routes to the other BGP next hop. When the LSP egress node resolves these BGP next hops through its
inet. 3 routing table, it selects the LSP that matches the route’s BGP next hop for installation in the forwarding table.

Prefix Mapping Example
user@hl# show policy-options policy-statement map
term 1 {
from {
[community gold;| ————— Communitiestagged atremotePE router
¥
then {
install-nexthop lsp am;
accept;
b
b
term 2 1
from {
community silver;
1
then {
install-nexthop lsp am?Z;
accept;
b
b
term 3 1
then accept:
1

This graphic demonstrates the technique of mapping prefixes to LSPs using routing policy, which matches communities at the
LSP ingress node.

The policy uses the instal I-nexthop Isp action modifier to direct matching routes to a specific RSVP session. Term 3
accepts all nonmatching routes for the default action of per-prefix load balancing across equal-cost LSPs.

Prefix Mapping Policy

=" map policy is applied to main routing instance:

user@Rl# show routing-options
autonomous-system 65412;
forwarding-table {

export [FEET]

'

You must apply the policy shown on the previous page if it is to have any effect. Prefix mapping and load-balancing policies must
be applied to the main instance’s forwarding table. The graphic shows this application.
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The Results...

® And the results...

user@Rl> show route forwarding-table vpn vpnb
Routing table:: vpnb.inet
Internet:

Destination Type EtRef MNexthop Type Index NhRef Netif
172.16.4.0/24 user 0 10.0.16.2 Push 100001, Push 100032 {top) [4] ge-0/0/1.0
172.16.5.0/24 user 0 10.0.16.2 Push 100001, Push 100032 itop) [4] ge-0/0/1.0
Il?2.16.6.0/24 user 0 10.0.16.2 Push 100001, Push 100032 itop) [4] ge-0/0/1.0 I
172.16.7.0/24 user 0 10.0.1e.2 Push 100001, Push 100032 itop) [4] ge-0/0/1.0
| 192.166.53.0/24 1S &l 0 10.0.16.2 Fuzh 100001, FPush 100030 (top) [4] ge-0/0/1.0]
192.168.53.1/32 user 0 10.0.16.2 Puzh 100001, Push 100030 i{top) [4] ge-0/0/1.0

After applying and committing the prefix mapping policy, you can verify the results by examining the vpnb VRF table. The
highlighted entries confirm that traffic associated with the 172.16 routes is mapped to one LSP (top label set to 100032), while
traffic to the 192.168 routes is mapped to a different LSP (top label set to 100030).

PE-PE GRE Tunnels

Customer Customer

Service Site 2
Provider

19216881

CE-2 P PE2

GRE Tunnel Between
v. PE Routers -

.

.
L .
e an

-------
-----------
-----
-------------------------------------------------------------------------

=" The Junos OS supports PE-to-PE GRE tunnels

» Allows carrier-of-carriers VPN applications when provider's
network does not support MPLS

* Requires tunnel services on customer PE routers
* Does not use MPLS forwarding

The Junos OS supports the GRE tunneling of VPN traffic between PE routers. As shown, this support allows an interprovider VPN
application when the provider’s backbone does not support MPLS.

To support GRE tunnels, a tunnel services must be enabled as described in previous graphics. GRE-encapsulated packets are
not forwarded over MPLS tunnels.
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PE-PE GRE Tunnel Configuration

= Unnumbered GRE tunnel with family mpls

user@pel# show interfaces gr-1/0/10
unit 0 {
tunnel {
source 152.168.8.1:
destination 192.1¢8.28.1;
1
family inet;
family mpls;
}
userfpel# show routing-options
rib inet.3 {
static {
route 1%2.168.28.1/32 next-hop gr-1/0/10.0;

}

}

This graphic highlights the key aspects of a PE-to-PE GRE tunnel configuration. Use of a GRE tunnel has no impact on the PE
router’s VRF table, VRF policy, or MP-BGP session configuration. Although not shown on the graphic, you should ensure that the
customer’s IGP does not run over the GRE tunnel, because this can lead to recursion problems.

In the graphic, unit O of the Tunnel Services interface is configured with tunnel properties such as the tunnel’s source and
destination addresses. In this case, the addresses represent the values assigned to the PE router’s loopback interfaces. This
example shows an unnumbered GRE tunnel, and therefore no IP address is specified. Because this tunnel will be used to
support MPLS, fami ly mpls must also be specified.

As illustrated in the graphic, you must configure a static route with the next-hop of the GRE interface in the inet.3 routing
table. This is route is configured under the [edit routing-options rib inet.3] hierarchy.

Note that you must also include the routing instance destination under the tunnel hierarchy if the GRE-encapsulating interface
is also configured under the VRF table. In the example on the graphic, the VRF table does not include the PE router’s
encapsulating interface.
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PE-CE GRE Tunnels

Provider Core
DSPF Area O

2
1/24

AS 65412

GRE Tunnel
() PrivateAddresses ()

" The Junos OS supports PE-to-CE GRE tunnels

e Allows connection to remote CE devices across an |IP
backbhone

s routing-instance configuration option to associate
GRE tunnel with correctrouting instance

The Junos OS supports GRE tunnels for PE-CE connections. As shown, this support allows the interconnection of a remote CE

device across an IP network. The use of GRE tunneling allows the use of private and overlapping addresses as the packets are
forwarded across the IP network based on the global addressing used for the GRE tunnel.

To support GRE tunnels, tunnel services must be enable on routers running the Junos OS. The new routing-instance
configuration is used to place a GRE tunnel into the correct routing instance:

gr-1/0/0 {
unit 0 {
tunnel {
source 192.168.9.98;
destination 192.168.9.97;
routing-instance {
destination vrf-name;
}
}
}
}

Normally, static routing is used to populate the PE router’s VRF table, because running a routing protocol over a GRE tunnel can
lead to low speeds or a complete halt.
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172.20.4,/24

Provider Core

172.20.0/24
ge-0/0,0

O D
= The Junos OS supports IPsec/Layer 3 VPN integratio

* |Psec tunnels terminate between the PE and CE routers

» CE-CE IPsec tunnels extend through PE routers

* |[Psec tunnels can use manual or dynamic security
associations

* PE and CE routers both require AS PIC or ES PIC

* PE-PE configuration requires no change, firewall filter-based
classification not used

IPsec and Layer 3 VPN Integration

The Junos OS supports the integration of provider-provisioned Layer 3 VPNs and IPsec protocols. This application most likely will
be used to support the secure exchange of information between the local PE router and a CE router that is remotely connected
through an IP cloud.

. PE-CE IPsec tunnel termination: The Junos OS offers support for the termination of IPsec tunnels between the PE
and CE routers.

. CE-CE tunnels: As shown, the CE routers establish end-to-end IPsec tunnels, which are passed transparently
through the PE routers. These IPsec tunnels provide secure site-to-site communications for data transferred over
the provider’s backbone.

. Manual or dynamic SAs: The PE-CE IPsec tunnel can use either manual or dynamic security associations (SAs).
When configuring dynamic SAs, you must ensure that the encapsulating interface is not listed in the PE router’'s
VRF table, because this causes dynamic SAs to fail.

. Hardware required: To support PE-CE IPsec tunnels, both the PE and CE routers require the presence of either an
AS PIC, ES PIC, or a service Dense Port Concentrator (DPC).

. PE-PE configuration: The termination of IPsec tunnels between the PE and CE routers does not affect the PE-PE or
P router configuration. The following pages highlight the configuration needed to support PE-CE IPsec tunnels.
Because the IPsec tunnel is associated with the control traffic to and from the VRF table, you do not need to use
firewall filters to classify traffic for encryption. We also discuss PE-PE configuration over GRE and IPsec.
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IPsec Between PE Routers Instead of MPLS

172204724

= Prowde BGP/IVIPLS VPN service W|thout IVIPLS backbone
e Secure transport across the provider's backbone when the CE
device does not support IPsec
» Configure GRE and IPsec tunnels between PE routers
* MPLS information encapsulated with |IP and |Psec header

e Source address is ingress PE router, destination address is BGP
next hop—the address of the egress PE router

A conventional Layer 3 BGP/MPLS VPN requires the configuration of MPLS LSPs between the PE routers. When a PE router
receives a packet from a CE router, it performs a lookup in a specific VRF table for the IP destination address and obtains a
corresponding MPLS label stack. The label stack is used to forward the packet to the egress PE router, where the bottom label is
removed and the packet is forwarded to the specified CE router.

You can also provide Layer 3 BGP/MPLS VPN service without an MPLS backbone by configuring GRE and IPsec tunnels between
the PE routers. The MPLS information for the VPN (the VPN label) is encapsulated within an IP header and an IPsec header. The
source address of the IP header is the address of the ingress PE router, while the destination address has the BGP next hop, the
address of the egress PE router.
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Review Questions

1. How can you use RIB groups to support
communications between sites attached to a
common PE router?

2. Explain the control plane flow for a
hub-and-spoke topology.

3. What are various Layer 3 VPN CoS mechanisms
supported by the Junos 0S?

4. Describe support for GRE and |IPsec tunnels in
Layer 3 VPNSs.

Answers to Review Questions
1.

To place routes from one routing table into a second routing table, you must first create a routing table-group that lists both routing tables
as an import routing table with the primary table listed first. Once the routing table-group is specified, you need to specify which routes will
go into the routing table-group. A common set of routes to place in the routing table-group would be interface routes which can be applied
to the routing table-group under [edit routing-options interface-routes] level of the hierarchy. Apply the routing
table-group at this level of the hierarchy will take the local and direct routes found in the primary table (the first table in the list) and ensure
they exist in both tables. For routes learned by routing protocols, these routes can be applied to the routing table-group at the [edit
protocols protocol-name] level of the hierarchy.

2.

Routes from Spoke PEs and CEs are received by and accepted by the Spoke instance on the Hub PE. The HUB PE passes those route to
the HUB CE. The HUB CE then advertises those routes to the Hub instance on the Hub PE. The Hub PE then advertises those routes to
the Spoke sites.

3.

The Junos OS supports firewall filtering and rate limiting, It also support the setting of the experimental bits on both the inner and outer
headers of an MPLS packet.

4.
GRE and IPsec tunnels are support from CE to CE, PE to PE, and CE to PE using the Junos OS.
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Chapter 12: Multicast VPNs

This Chapter Discusses:

. The flow of control traffic and data traffic in a next-generation multicast virtual private network (VPN);
. The configuration steps for establishing a next-generation multicast VPN; and
. Monitoring and verifying the operation of next-generation multicast VPNs.

Multiservice Model

Private [P ATW/FR Emulation

P=TN Bearer
and Signalling

Ethernet Services

N7 [~ 1

L3VPN
(unicastonly)

L2VPN VPLS ?

Signalling and Auto-Discovery (BGP)

Transport Infrastructure (MPLS LSPs)

Note: Legacy draft-Rosen L3VPN multicast scheme does not conform to this model.

Service providers of today are moving many of their individual networks to a single IP,/MPLS backbone. Today, the services
shown on the graphic (Private IP, Internet, Frame Relay, and so on) no longer need a dedicated network to provide these
services to customers. Instead, these can be provided to customers transparently over an IP/MPLS network using
standards-based Layer 3 VPNs, Layer 2 VPNs, and virtual private LAN service (VPLS). Each of the standards-based features rely
on the foundation of MPLS for the transport of the customer data and BGP for signaling and autodiscovery.

Multicast service over an IP/MPLS network has been evolving over time. The draft-Rosen method of multicast transport as
described in subsequent sections does not conform to the model shown on the graphic.
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Legacy Model for MVPN—draft-Rosen

Pl adjacencies between PES (per-VRF) to
exchands info about multicast receivers

L3VPN
(multicast)

Signalling and Auto-discovery (PIM)

Transport Infrastructure (multicast GRE tunnels)

/‘\

Multicast trees across the core sighalled by FIM running in
main routing instance

For some time, draft-Rosen has been the standard by which multicast is transported between Layer 3 VPN (L3VPN) sites. This
method does not rely on either MPLS or BGP. Instead, not only does the customer need to run a multicast routing protocol like
Protocol Independent Multicast (PIM) but the service provider network must also use PIM to signal the end to end path of the
L3VPN multicast traffic. Also, MPLS is not used to transport the multicast data between sites, instead, multicast generic routing
encapsulation (GRE) tunnels are used.
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PEs Participate in Customer and Provider Multicast

+—Cstomer PIM domain—bi, + Provider's PIM domain > éd—Customer PIh domain

Source

Provider Core [ PE-2

PRP  OSPF Area 0 lo0: 192.168.24.1

—_—
«— 1111

CRF/OR

TR

Receiver

PE-1
00 192.165.16.1

ASES412

bo11]2247 7 7prcastDatd — — »fio2168.164f2301 1.4J11.4.1]224 7 7 m-cast Datd— — — -é|1.1.1.1|224.??.?IM-castDatal
Sh DA : GRESA  GREDAR SA DR =TT

= PE routers must participate in both customer’s and
provider's multicast domain

= PIM/multicast traffic from customer instance of PIM
encapsulated in GRE using configured vpn-group-
address on PE router (example uses 239.1.1.1)

* Multicast data. hellos, join/prunes, Bootstrap, Auto-RP, etc.

* PE-1 and PE-2 join configured vpn-group-address
within provider's domain using the provider RP
The graphic shows the relationship between the customer sites and provider network in the draft-Rosen model. Within the

customer network (VPN routing and forwarding table [VRF]), a provider edge (PE) must participate in the customers PIM domain.
Within the provider network (main routing instance), a PE must participate in the providers PIM domain.

PIM and Multicast Traffic Encapsulated in GRE

The provider must dedicate an individual multicast group to each customer that desires multicast service. This dedicated group
is specified within the VRF as a vpn-group-address on the PE router. The vpn-group-address is used as the
destination address of the GRE packets which tunnel customer multicast traffic across the provider network.
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Motivations for Next-Generation MVPN

® |[ETF motivations for a new MVPN scheme called
next-generation MVPN

* [ncreasing interest from customers of Layer 3 VPN services
in having multicast capability, in addition to unicast
« New mission-critical MVPN applications suchas IPTV

e Point to multipoint MPLS LSPs provide multicast-like
forwarding

» Realization that existing Rosen scheme for MVPN has
fundamental architectural limitations

Over the last few years their has been increasing interest in transporting multicast traffic over Layer 3 VPNs along with unicast.
For example, multicast is the logical solution for delivering Internet Protocol Television (IPTV). Broadcast television providers
have become increasingly interested in looking to the internet to deliver content in a secure environment to their customers.

MPLS forwarding has evolved as well. With the advent of the point-to-multipoint LSP, an MPLS-based network can provide
multicast-like forwarding capabilities without the need for running multicast protocols.

The draft-Rosen method of delivering multicast content has some scaling limitations. For example, consider an example where
a PE has 1,000 VRFs, and each of these VRFs corresponds to a multicast VPN (MVPN) that is present on 100 PEs. The PE would
need to maintain 100,000 PIM adjacencies with other PEs. The rate of PIM Hellos that the PE would need to process is 3,300
per second.

Model for Next-Generation MVPNs

|PrivateIP | | ATM/FR emulation |

P.STN pea rer +
signalling I Ethernet Services |
\ y y / \
L3VPN
(unicastand L2VPN VPLS ?
multicast)

Signalling and Auto-discovery (BGP)

Transport Infrastructure (MPLS LSPs)

&

Traffic Engineering, bandwidth guarantees, fast-reroute .

The graphic shows the signaling and transport model of next-generation MVPNs. Next-generation MVPNs use the same MPLS
and BGP infrastructure as Layer 3 VPNs, Layer 2 VPNs, and VPLS.
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BGP for PE to PE Signaling

= BGP for PE-PE signaling -13

* Seven MP-BGP NLRI for
MVPN signaling PE1

« MVPN membership
autodiscovery

* Autodiscoveryfor selective
provider tunnels

¢ Customer PIM join message
conversion

» Active sources

* PE routers might need only
a couple of BGP sessions
to route-reflectors

* Can bethe same as Layer 3
VPN unicast scheme

Next-generation MVPNs call for Multiprotocol Border Gateway Protocol (MP-BGP) as the signaling method for multicast trees.
Seven new network layer reachability information (NLRI) types have been standardized in draft form
(draft-ietf-I3vpn-2547bis-mcast-bgp). The new NLRI types perform functions like MVPN membership autodiscovery, selective
tunnel autodiscovery, PIM join message conversion, and active source advertisement.

The PIM adjacency problem between PEs that was found in draft-Rosen no longer exists. Instead, a PE router might only need a
few BGP neighbor relationships with route-reflectors, which might also be the same route-reflectors used for the L3VPN.

Next-Generation MVPN Terms
Next-generation MVPN terminology includes the following:

. Provider-Multicast Service Interface (PMSI) - Tunnel used to transport multicast data from PE to PE. It is also called
a provider tunnel. Provider tunnels can take the form of RSVP-traffic engineered point-to-multipoint label-switched
paths (LSPs), provider instance PIM distribution trees, and mLDP (not currently supported on the Junos OS).

. Inclusive-PMSI (I-PMSI) - There are two type of I-PMSIs. A multidirectional I-PMSI allows all PEs of a multicast VPN
(MVPN) to transmit multicast data between each other (one point-to-multipoint LSP from all PEs to all other PEs). A
unidirectional I-PMSI allows a single PE to transmit multicast data to other PEs (one point-to-multipoint LSP from a
single PE to all other PEs).

J Selective-PMSI (S-PMSI) - A PE can transmit multicast packets to only those PEs of an MVPN that have requested to
be a part of the multicast forwarding tree.
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MCAST-VPN NLRI

= Next-generation MVPN routes use the MCAST-VPN NLRI
format

« AFlI 1/SAFI 5
* Routes tagged with correct route target community are

placed into the bgp.mvpn. U rype |Length | Route Type Specific

instance.mvpn.Otable  (Tbytes)(1bytes) (variable length)

The NLRI format for next-generation MVPN signaling can be found in draft-ietf-I3vpn-2547bis-mcast-bgp. The MCAST-VPN NLRI

is carried in MP-BGP extensions with an AFI of 1 and SAFI of 5. When these type of routes are received from remote PEs and

accepted by a policy that matches on the route target community (same as L3VPNs), the receiving PE will place the routes in the

MVPN routing table-IN called bgp -mvpn .0 and then into the corresponding VRFs MVPN routing table,
routing-instance.mvpn.O.

Next-Generation MVPN Attributes

= Next-generation MVPN draft specifies new attributes
* P-Multicast Service Interface Tunnel (PMSI Tunnel) attribute

Tunnel

Flags Type MPLS Label Tunnel ID
(1 bytes) (1 bytes) (3 bytes) (variable length)

MPLS label that receiving PE should

) . . R3YF Session ID for RSYP point 1o
expect as an inner label for incoming

multipoint LSPs

MYPHN traffic (O = No label)

The next-generation MVPN draft defines a few new attributes. One important attribute is called the PMSI Tunnel attribute. It

carries label and tunnel ID information allowing a receiving PE to know what data channel (LSP for example) to expect multicast

traffic on. Subsequent sections will describe its usage in more detail.

Type 1 NLRI

" Type 1: Intra-AS Inclusive MVPN Membership Discovery
* Sent by all PE routers participating in MVPN

* |n the case of I-PMSI using RSVP-TE, these routes determine
where to automatically build the point to multipoint LSPs

* Routesare tagged with PMSI Tunnel attribute 110111110111

T Y
Type  Sending Sending
PE'SRD PEs o0

The Intra-autonomous system (AS) I-PMSI autodiscovery route is the initial route type that is advertised between PEs of the

same MVPN allowing them to autodiscover on another. It is distributed to other PEs that attach to sites of the MVPN. The routes
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carry the sending PE’s route distinguisher (RD), the sending PE’s loopback address, and a route target community to allow for
import into a VRF. In the case of an inclusive provider tunnel, the route will also be tagged with the PMSI Tunnel attribute.

Type 2 NLRI

" Type 2: Inter-AS Inclusive MVPN Membership Discovery

* Used for membership discovery between PE routers in
different ASs

+ Notcovered in this content 2:10.1.1.1:1:65412

T I
Type  Sending Sending
FE'sRD PESAS

The Inter-AS I-PMSI autodiscovery route is used to discover members of an MVPN in different ASs. Inter-AS MVPNs are outside
the scope of this guide.

Type 3 NLRI

= Type 3: Selective MVPN Autodiscovery Route
» Sent by the PE that initiates an S-PMSI
3:10.255.170.100:1:32:192.168.194.2:32:224.1.2.3:10.255.170.100

T l ¥ I T . c5 I' = T CG LS i
- -Susing = -G using i s
Type ?Eldéné CS Ph=I GG S-PMSI Sendgg FEs
hWask hask

= Type 4: Selective MVPN Autodiscovery Route for Leaf

* Sent by receiver PE upon receiving a Type 3 with the leaf
information bit set
4:3:10.255.170.100:1:32:192.168.194.2:32:224.1.2.3:10.255.170.100:10.255.170.98

Type Received Typa Sending PE's
3 Route [old]

Selective MVPN Autodiscovery routes are used to help build an S-PMSI. This route is advertised by the multicast source’s PE in
response to receiving a Type 6 or Type 7 route (described in subsequent sections) which are essentially requests to join the
multicast forwarding tree (BGP version of a PIM join). The graphic shows the details of what is carried in the Type 3 route. Even
though the source PE learns that the remote PE wants to receive a particular multicast stream from a type 7 advertisement, the
source PE sends the type 3 as a request to the receiver PE to join the S-PMSI. The type 3 is tagged with the PMSI tunnel attribute
allowing the receiver PEs to know the details of the provider tunnel.

Type 4 NLRI

The Selective MVPN autodiscovery route is sent by an interested receiver PE in response to receiving a type 3 route from a
source PE.
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Type 5 NLRI

= Type 5: Source Active Autodiscovery Route

* Sent by PE router that discovers an active multicast source
* Learnedthrough PIM register messages (RP). MSDP source active
messages. or a locally connected source
5:10.255.170.100:1:32:192.168.194.2:32:224.1.2.3

Tl

] ! ']
- t ' t—2
i C-5 C-G
Type ggf‘d'R”Dg CS CG
s hlask hask

The Source Active autodiscovery route is advertise by a a PE that discovers a source that is attached to a locally connected site.
The PE learns of the source either from PIM register messages, Multicast Source Discovery Protocol (MSDP) source active
messages, or a locally connected source. The source PE sends this advertisement to all other PEs participating in the MVPN.

Type 6 NLRI

= Type 6: Shared Tree Join Route
* Sent by receiver PE that receives PIM join (C-*,C-G) on VRF

interface
6:10.255.170.100:1:65000:32:10.12.53.12:32:224.1.2.3
T}f‘[[e RD of ugnstream ASTof C.RP C-RP Address 05 GG
PE (towards C-RF) upstream  Mask Mask
FPE

The Shared Tree Join route is advertised by a receiver PE to all other PEs participating in the MVPN in response to receiving a
PIM (*,G) join from the local CE. It serves a similar purpose to the PIM (*,G) join in that it is a request to join the shared multicast
tree.

Type 7 NLRI

= Type 7: Source Tree Join Route
* Sent by receiver PE that receives PIM join (C-S,C-G) on VRF

interface
7:10.255.170.100:1:65000:32:192.168.194 .2:32:224.1.2.3
Type RO of u;:lastream ASTof 0.5 C-S ale GG
PE (towards C-RF) upstream  Mask Mask
FE

The Source Tree Join route is advertised by a receiver PE to all other PEs participating in the MVPN in response to receiving a
PIM (S,G) join from the local CE. It serves a similar purpose to the PIM (S,G) join in that it is a request to join the source multicast
tree.
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RSVP Point-to-Multipoint LSPs

= RSVP point-to-multipoint LSPs can be used as the

transport mechanism for next-generation MVPN traffic
across the core

= Traffic can be protected using standard methods like fast reroute and
link protection

PE1

Can use MPLS FRR, Traffic

Engineenng Bandwidth
Coreroutersonly need IGP plus Reservations
MPLS, no PIM needed!
N P2
PES $

PEZ

% PE4 %
One transport mechanism that can be used in next-generation MVPN scenario is RSVP-signalled point-to-multipoint LSPs. There
are several benefits to using point-to-multipoint LSPs in the service provider network:

1. The burden of data replication is taken off of the ingress PE. Instead, each router along the path of the LSP can
help in that responsibility.

2. Multicast traffic can be protected using the standard methods of RSVP protection like fast-reroute and link
protection.

3. Certain levels of performance can be guaranteed with the use of traffic engineering and bandwidth reservation.

4, The service provider network does not need to run PIM to support multicast routing. Multicast routing of customer
traffic can occur on the same IP/MPLS design that was used to build the unicast L3VPNs.
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Inclusive Trees

® [nclusive trees

* Fach tree serves one MVPN

only PE1

* All the multicast traffic in
that MVPN arriving at an
ingress PE is mapped to
that same tree to get from e
the ingress PE to all the
other PEs in the same
MVPN

* Analogous to default-MDT
in draft-Rosen

PED PE2

FEZ

The simplest form of provider tunnel is the inclusive tree (I-PMSI). An inclusive tree serves an entire MVPN. In the diagram, there
is one inclusive tree that serves the blue VPN and one that serves the red VPN. Any multicast traffic arriving at the source PE
(PE-1) will be sent to all other PEs in the same MVPN. This works well when all remote PEs need to receive the multicast traffic
but this form of tree can be wasteful of resources (bandwidth, packet processing, and so on) when only a few of the remote PEs
need to receive multicast traffic. The solution to this problem is the use of selective trees described in subsequent sections.
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Selective Tree

m Selective trees

» Serves particular selected
multicast group(s) from a -
given MVPN

* Similar to data-MDT in
draft-Rosen

--"-‘-—u-

-
S~
-

FEB

B e R ——

PEZ

Selective trees can be used to forward traffic for particular source and group combinations to the remote PE that specifically
request to receive that traffic. The dotted line in the diagram shows that a point-to-multipoint LSP has been built to send

multicast traffic for the red VPN to PE2 and PE4 only.

Inclusive Tree Example—lInitial State

= Fxample with show the use of inclusive trees with RSVP

point to multipoint LSPs
* Priorto enabling an MVPN, the PE routers have an existing
L3VPN established using LDP to signal LSPs
* The provider core does not have PIM enabled

= stomer PIM domain —

PE2
00 192.1658.2.1

+—CLstomer PIM domain -l-

Source

Provicler Core
OSPF Area O

PE-1
00 192 168.6.1 AS 65512 :
” : PES

The graphic shows an example L3VPN prior to enabling next-generation MVPN.
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Some things to note are:

1. The provider core is not running PIM;

2. There is an existing L3VPN between all customer sites using LDP to signal the unicast LSPs;
3. PE-1 will be acting as the customer rendezvous point (RP) (within the VRF);

4, CE-A will be acting as the customer designated router (DR) closest to the source; and

5. CE-B and CE-C will eventually have receivers attached.

Inclusive Tree Example—Enabling the MVPN

= With no source or receivers for multicast traffic, an
MVPN is enabled on the PE routers

* Each PE router;

* Advertises a Inclusive MVPN A-D route to each other tagged with
Route Target and PMSI Tunnel Attribute

« Automatically builds a point to multipoint LSP to other PEs with itself
as root and no PHP (virtual tunnel interface or vif-table-label)

e CLstormer PIM dormain _’ 1:19216661:1:192.168 6.1 e

PMS| - RSVP Session ID, Label = O £ Customer PIM domain =

FE-2
00 192.1658.2.1

Provicler Core
OZPF Area O

With no source and receivers in the network, an MVPN is enabled on all three PEs. Once enabled, each PE will advertise their
membership to the MVPN using a Type 1 route tagged with the PMSI tunnel attribute. Each PE will automatically build a
point-to-multipoint LSP to all other PEs. In the network shown on the graphic, there will only ever be a single source attached to
PE-1. Because PE-2 and PE-3, will never be attached to a source site, the point-to-multipoint LSP that each of them instantiated
as themselves as ingress routers will never be used. It is possible to configure PE-2 and PE-3 as receiver-only sites so that they
do not build the unnecessary point-to-multipoint LSPs.

When PE-2 and PE-3 eventually receive multicast traffic from PE-1 using the point-to-multipoint LSP, they will need to use the
incoming MPLS label encapsulating the multicast packets to determine which VRF to use for forwarding. Normally a
point-to-multipoint LSP is signalled with a label of 3 on the penultimate hops meaning that there would be no label
encapsulating the incoming traffic. Therefore, a virtual tunnel interface or vrf-table-label must be configured within the VRF to
allow for a non-implicit-null label to be used on the penultimate hops.
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Inclusive Tree Example—Source Begins Sending Traffic

= Source begins sending multicast traffic

* CE-Asends register messages to PE-1
« PE-1is now aware of an active source

* PE-1 sends SA Autodiscovery Route to remote PEs

51921686 1:1:32:10.0.101. 232224 777 |- = = =

<+—CLstomer PIM domain -p-

I:| Provider Core

OSPF Area O

= Customer PIM domain =—

PE-2
o 192.168.2.1

PIM Registers = = »

PE-3
00 192.168.2.2

With the MVPN now established, the source attached to CE-A begins sending multicast traffic. As the customer PIM DR, CE-A
encapsulates the multicast traffic in register messages and unicasts that traffic to the customer RP (C-RP), PE-1. PE-1 learning

of a new source in the customer’s network advertises that source in the form of the Type 5 Source Active autodiscovery route to
all other PEs of the MVPN.
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Inclusive Tree Example—Receivers Join

= Using IGMP, receivers join source specific group
* Receiver CEs send PIM (S,G) join upstream to PE-2 and PE-3
» Receiver PEs convert PIM join to MVPN Source Tree Join

* Source PE convert MVPN Source Tree Join to PIM (S.G) Join

and sends it to the DR to complete the multicast tree
= T PIM(SG) Join | 4= = = =| 719216861 16551232100, 101, 2:32:224 7. 7.7 = = PIM(5,G) loin

= CLustomer PIM domain =—

PE-2
00 1921658.2.1

[ e—CListomer PIM domain -p-

I—-_—| Provider Core

OSPF Area O

100:192.1658.2.2

Using Internet Group Management Protocol (IGMP) version 3, the hosts attached to CE-B and CE-C report their membership to a
specific multicast source and group. CE-B and CE-C in turn send a PIM (S, G) join upstream towards the source. Upon receiving
the PIM joins, PE-2 and PE-3 send Type 7 Source Tree Join routes to the source PE, PE-1. Upon receiving the Type 7
advertisement from the remote PE, PE-1 sends a PIM (S, G) join upstream to the customer’s DR router, CE-A. At the point the
multicast forwarding tree is complete and multicast traffic forwarded from the source to receivers.
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I-PMSI Forwarding

= After multicast forwarding tree is built
* CE-Asends native multicast packets to PE-1

* PE-1 encapsulates packets in a single MPLS header
* Qutbound MPLS label is derived from the point to multipoint LSP

* P2 sends copies of packets to both PE-2 and PE-3
* Receiver PE's pop outer label and send traffic based on VRF

| Sp | 224.7.?.?|M-castData| —_—— - I Label | 5P |224.7.7_7|M—castData| ——— | Sp |224.T.T.T|M—castData|
ShA DA . MPLS SA D& : SA DA

4= stomer PIM domain —b = stomer PIM domain —

PE-2
00 192.1658.2.1

Provicler Core
OSPF Area O

FE-Z
00 192.168.2.2

Now that the multicast forwarding tree is complete, multicast traffic can be sent from end to end. From the source to PE-1,
multicast packets are forwarded in their native format. From PE-1 to P1, multicast packets are encapsulated in the MPLS
header that is associated with the point-to-multipoint LSP that uses PE-1 as the ingress router. P1 simply performs a label swap.
At P2, because of the behavior of point-to-multipoint LSP, the data traffic is replicated, the label is swapped, and then sent to
both remote PEs. The receiving PEs pop the incoming label and use the label to determine the VRF to use for forwarding. The
receiving PE then send the multicast traffic in its native format towards the receivers.

© 2013 Juniper Networks, Inc. All rights reserved. Multicast VPNs ¢ Chapter 12-15



JNCIS-SP Study Guide—Part 3

= Example with show the use of selective trees with RSVP
point to multipoint LSPs

* Prior to enabling an MVPN, the PE routers have an existing
L3VPN established using LDP to signal LSPs

* The provider core does not have PIM enabled

je—C.Listomer Pl domain -r " stomer PIM domain —

PE-2
00 192.1658.21

Source

Provicler Core
OZPF Area O

PE-3
100 192.1658.2.2

Selective Tree Example—Initial State
The graphic shows an example L3VPN prior to enabling next-generation MVPN.
Some things to note are:
1. The provider core is not running PIM;
There is an existing L3VPN between all customer sites using LDP to signal the unicast LSPs;
PE-1 will be acting as the customer RP (within the VRF);

CE-A will be acting as the customer DR closest to the source; and

o & e

Only CE-B will eventually have a receiver attached.
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Selective Tree Example—Enabling the MVPN

* Each PE router;

* Advertises a Inclusive MVPN A-D route to each other tagged with
Route Target

* No point to multipoint LSPs are built between PEs at this point

e Lstomer PIM domain -l- 1192168 61:1:192 168 6.1 _——— = ?—Customer PItd domain s

Provicler Core
OZPF Area 0 0019216821

PE-3
100 192.165.2.2

With no source and receivers in the network, an MVPN is enabled on all three PEs. Once enabled, each PE will advertise their
membership to the MVPN using a Type 1 route, however the Type 1 routes will not be tagged with the PMSI tunnel attribute. In
an S-PMSI scenario, a point-to-multipoint LSP is not built until at least one PE has a receiver attached.
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Selective Tree Example—Source Begins Sending Traffic

* CE-Asends register messages to PE-1
« PE-1is now aware of an active source

* PE-1 sends SA Autodiscovery Route to remote PEs

51921686 1:1:32:10.0.101. 232224 777 |- = = =

e—CListomer PIM domain -p- “—Customer PIM domain ==

Provider Core
OSPF Area O o2 1921658 2.1

PE3 '
_IDO: 192.168.2.2

The source attached to CE-A begins sending multicast traffic. As the customer PIM DR, CE-A encapsulates the multicast traffic in
register messages and unicasts that traffic to the customer RP (C-RP), PE-1. PE-1 learning of a new source in the customer’s
network advertises that source in the form of the Type 5 Source Active autodiscovery route to all other PEs of the MVPN.

PIM Registers = = »

Selective Tree Example—Receivers Join

= Using IGMP, receivers join source specific group
* Recejver CE-B sends PIM (S,G) join upstream to
» Receiver PE-2 converts PIM join to MVPN Source Tree Join
* No receiver attached to CE-C

4= = = =| 7192168 6 1:1:6EE12:32 10.0.101 2:32:224 7.7.7 « - rMsa) Join

je—=CListomer PIM domain -r = stomer PIM domain —

PE-2
00 192.1658.2.1

Provicler Core

OSPF &rea O

AS 65512

PE-3
100 192.165.2.2
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Using IGMP version 3, the host attached to CE-B reports its membership to a specific multicast source and group. CE-B in turn
sends a PIM (S, G) join upstream towards the source. Upon receiving the PIM joins, PE-2 sends a Type 7 Source Tree Join route

to the source PE, PE-1.

Selective Tree Example—Completing the Forwarding Tree

= PE-1 completes the multicast forwarding tree
* PE-1 sends S-PMSI Autodiscovery route remote PEs
* Only PE-2 responds with a Leaf Autodiscovery route
* PE-1 builds point to multipoint LSP to responding leaf PEs
and sends PIM join towards the DR

@ 3192168681 10000032:224 777192 168861
PS5l - BSYP Session 1D, Label = O, Leaf Info Required

) «—[43192168 6110000032224 777102168 6.1192.16821 |2
- gd—Customer PIt domain sep

PE-2
w100 192168.2.1
- -

—

<« —{ PIM(S.G) Jain

«—Customer PIM domain =»t

Provider Core

: DSPF Area O
Yotz AT 2R T T T T

Upon receiving the Type 7 advertisement from the PE-2, PE-1 sends a Type 3 S-PMSI autodiscovery route tagged with PMSI
Tunnel attribute with the leaf information required bit set. PE-2 now knows the RSVP session ID of the point-to-multipoint LSP
that will be used for forwarding. PE-2 then responds to PE-1 with a Type 4 Leaf autodiscovery route. PE-1 builds a
point-to-multipoint LSP to all PEs that responded with a Type 4. In this case. PE-1 builds a point-to-multipoint LSP to a single
end-point, PE-2. Finally, PE-1 sends a PIM (S, G) join upstream to the customer’s DR router, CE-A. At the point the multicast
forwarding tree is complete and multicast traffic forwarded from the source to receivers.
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Tunnel Services

= Requires tunnel service PIC on certain routers

e Customer'sfirsthop DR
e Customer’'s candidate RPs

» All PE routers participating in customer’s multicast network
« Except when using vrf-table-label

e Tunnel services simply needs to be enabled on the
MX Series DPC/MPCs

[edit]
userfpel# show chassis
fpc 1 {
pic 0 {
tunnel-zervices |
bandwidth 1g:

¥
'

Assuming every router is running the Junos 0S, tunnel services must be enabled on certain routers. Some routers require a
Tunnel Service PIC or Adaptive Service PIC to provide tunnel services. In the case of the MX Series device, the feature just needs

to be enabled as shown on the graphic.

Router types needing tunnel services:

. DR closest to source - Tunnel services are needed because the DR must encapsulate multicast traffic in unicast
messages called register messages;

. Customer’s candidate RP - Tunnel services are needed because the RP must de-encapsulate the register
messages received from the DR; and

. All MVPN PE routers - Tunnel services are needed because it allows the PE to pop the incoming MPLS header from
the incoming multicast traffic, perform an RPF check on the multicast traffic, and then forward the traffic out of the
VRF interface. This is assuming that a virtual tunnel interface is used. Optionally, virf-table-l1abel can be
configured without the need for tunnel services.
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* PIM features

+ Auto-RP

* Provider Tunnel Types
* RSVP Inclusive Trees
RSVP Selective Trees
PIM-ASM Tunnels
PIM-SSM Tunnels
Data MDT Tunnels

* PIM Sparse Mode
* PIM Dense Mode

« Bootstrap Protocol

The graphic shows the protocols that are supported when enabling next-generation MVPNs using the Junos OS.

MP-BGP Configuration

for MVPN signaling

[edit]

family inet {
unicast:
any;

}

family inet-wvpn {
any;

}

family inet-mvpn {
signaling;

}

group my-int-group {
type internal;

neighbor 1%2.168.2.2;
neighbor 192.168.2.1;

}

= PE to PE MP-BGP session must be configured to allow

userfpel# show protocols bgp

local-address 192.168.

&.1;

To allow for BGP neighbors to exchange the new MVPN NLRI, Family inet-mvpn signaling must be enabled on all

participating PE routers.
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Optional Point-to-Multipoint LSP Template

= Configure P2ZMP LSP template for provider tunnel
[edit]
userlipel# show protocols mpls
label-switched-path mvpn-example {
template;
no-cspf;
link-protection;
pZmp;

I
You can optionally specify the requirements of the point-to-multipoint LSP by creating a template under [edit protocols
mpls]. You can specify protection requirements, bandwidth requirements, path information, and more.

Provider Tunnel Type

= Configure RSVP-TE LSP to be used as provider tunnel

Selective Provider Tunnel

Inclusive Provider Tunnel

[edit routing-instances mcast-pe-vri]

[edit routing-instances mcast-pe-vrif]
userfpel# show

userfpel# show

provider-tunnel {

provider-tunnel {
selective |

rsvp-te {

label-switched-path-template { group 224.7.7.0/24 |
mvpn-example; wildcard-source {
rsvp-te {

t
label-switched-pat.. {

1 default-template;

vrf-table-label:

vrf-table-label;

The example in the graphic shows how to configure an RSVP-traffic engineered point-to-multipoint LSP for use as an inclusive
provider tunnel and a selective provider tunnel. You can use a configured LSP template or just use the default template. To
ensure that penultimate hop popping is not performed along the LSP, the example shows the configuration of
vrf-table-label. A virtual tunnel interface could also have been used.
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[edit]

protocols |
pim {
rp {

'
¥

¥
¥

mvpn

}

= Configure the VRF to participate in the C-PIM domain
as well as the MVPN

userlfpel# show routing-instances mcast-pe-vrf

local |
address 15%2.168.13.3;

interface all {
mode sparse;

mvpn-mode |
spt-only;

Within the VRF, you must configure multicast routing that is specific to the customer’s multicast domain. This configuration is
shown as the PIM configuration in the graphic. Also, you must enable the mvpn using the mvpn statement. There are several
settings available under the mvpn hierarchy. The graphic shows the configuration of the mvpn-mode. There are two options for
the mode. First is the spt-only mode which allows for only shortest path trees to be built from receiver PEs towards the
source (Type 7s only). The second mode is rpt-spt mode which allows for both rendezvous point based trees and shortest
path trees to be built from receiver PE to source (Type 6s and Type 7s allowed). Subsequent sections will show more options that

are available under the mvpn hierarchy.
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VRF Configuration

userfipel# show

instance-type vri;

interface ge-1/0/9.251;

interface 1lo0.13;

provider-tunnel {
rsvp-te {

mvpn-example;
1
¥
}

vrf-table-label;
protocols {

bgp {
group external f{

label-switched-path-template {

vrf-target target:o5512:100;7

= Full VRF example configuration

[edit routing-instances mcast-pe-vri]

address 192.168.13.3:;

pim {
rp |
local |
}
i

}
¥
mvpn
mvpn-mode |
spt-only:;
'
¥

interface all {
mode sparse;

type external;

export exp-policy:

neighbor 10.0.50.2 {
peer-as b5501;

'

This graphic shows the full, working VRF configuration for PE1.

Provider Tunnels

[edit routing-instances mcast-pe-vri]

userfipel# set provider-tunnel ?

Possible completions:

mdt
pim-asm
pim-ssm
rsvp-te
selective

VONONOY Y

Data MDT tunnels for PIM MVEN
PIM-5SM provider tunnel
PIM-5SM provider tunnel

RSVP-TE point-to-multipoint LSP for flooding

Selective tunnels

There are several options available for provider tunnels.

. mdt - Used to configure Multicast Data Tunnels as provider tunnels;

. pim-asm - Used to configure PIM any source provider tunnels;

. pim-ssm - Use to configure PIM source specific provider tunnels;

. rsvp-te - Used to configure an I-PMSI between PEs using RSVP-traffic engineered point-to-multipoint LSPs; and
. selective - Used to configure an S-PMSI between PEs using RSVP-traffic engineered point-to-multipoint LSPs.
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Possible completions:

> autodiscovery-only

> mvpn-mode
receiver-site

> route-target
sender-site

» traceoptions
unicast-umh-election

[edit routing-instances mcast-pe-vri]
uszerfpel# set protocols mvpn ?

Use MVPW exclusively for PE router autodiscovery
MVPN mode of operation
MVPN instance has sites only with multicast receivers
Configure route-targets for MVPN routes
MVPN instance has sites only with multicast sources
Trace options for BGP-MVEPN

Upstream Multicast Hop election based on unicast route

preference

It is under the MVPN settings that you can specify whether a site is a sender-only site or receiver-only site. By default, every site
is both and sender and receiver site. You can also configure the MVPN mode, traceoptions, and the upstream multicast hop

settings.

Instance: PIM.mcast-pe-vrf Family: INET
E = Rendezvous Point Tree,

224.7.7.7

Source: 10.0.101.Z

Flags: sparse

Upstream interface: ge-1/0/5.251
Upstream neighbor: 10.0.50.2

Upstream state: Local RP, Join to Source
Keepalive timeout:

Downstream neighbors:

Interface: Pseudo-MVEN

Group:

Instance: PIM.mcast-pe-vrf Family: INETG

userfpel> show pim join instance mcast-pe-vrf extensive

5 = Sparse, W = Wildcard

R = Rendezvous Point Tree, $ = Sparse, W = Wildcard

Verify PIM Status

To verify the status of PIM within the customer network using the show pim commands using a modifier of instance

instance-name. The command in the graphic shows the (S, G) state of the PE router.
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Is Multicast Traffic Flowing?

= VVerify multicast traffic

userfipel> show multicast route extensive instance mcast-pe-vrf
Family: INET

Group: Z24.7.7.7
Source: 10.0.101.2/32
Upstream interface: ge-1/0/9%.251
Session description: Unknown
[statistics: 139 kBps, 263 pps, 532482 packets|
Next-hop ID: 3638
Upstream protocol: MVPH
Route state: Actiwve
Forwarding state: Forwarding
Cache lifetime/timeout: forever
Wrong incoming interface notifications:

0

Family: INET6

The command in the graphic shows that PE1 is currently forwarding multicast traffic destined for 224.7.7.7 at a rate of 263

packets per second.

Next-Generation MVPN Routing Table-IN

= \View MVPN routes learned from remote PEs

import policy (based on vrf-target matching)

userfpel> show route table bgp.mvpn.0

bgp.mvpn.o:
+

3 destinations,
Active Route,

3 routes
- = Last Active, *

{3 active,
Both

0 holddown, 0 hidden;

1:192.168.2.1:65535:15%2.168.2.1/240
*[BGP/170] 18:13:

A5 path: I
> to 172.22.250
1:1592.168.2.2:65535:152.168.2.2/240
*[BGP/170] 18:26:

AS path: I
> to 172.22.250
7:192.168.6,1:5:65512:32:10.,0.101.2
*[BGP/170] 00:18

A5 path: I
> to 172.22.250

11, localpref 100,

.2 via ge-1/0/4.250, Push 259888

13, localpref 100,
.2 via ge-1/0/4.250, Push 2595808
132:224.7.7.7/7240

113, localpref 100,

.2 via ge-1/0/4.250, Push 2998688

* Routes that populate this table have been accepted by vrf-

from 1%2.168.2.1
from 122.168.2.2

from 1%2.168.2.1

The bgp-mvpn .0 table is the routing table-IN for MVPN routes. The command on the graphic shows the routes that are
currently populating the bgp.mvpn .0 table. Routes will only show up in this table if they have been accepted by VRF import

policy that matches on the correct target communities.
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VRF Specific MVPN Routes

userfipel> show route table mcast-pe-vrf.mvpn.0

mcast-pe-vrf.mvpn.0: 5 destinations, & routes (5 active, 1 holddown, 0 hidden)
+ = Active FRoute, - = Last Active, * = Both

1:152.168.2.1:65535:1592.168,.2.1/240
*[BGE/170] 18:13:2%, localpref 100, from 122.168.2.1
AS path: I
> to 172.22.250.2 via ge-1/0/4.250, Push 295883
1:152.1668.2.2:65535:152.168.2.2/240
*[BGP/170] 18:26:31, localpref 100, from 15%2.168.2.2
AS path: I
> to 172.22.250.2 wia ge-1/0/4.250, Push 233808
1:15%z.168.6.1:5:1%92.168.6.1/240
F[MVPN/70] 00:41:2%, metricz 1
Indirect
5:152.168.6.1:5:32:10.0.,101.2:32:224.7.7.7/240
*[PIM/105] 18:23:21
Multicast (IPvd)
T:152.168.6.1:5:65512:32:10.0.101.2:32:224,.7.7.7/240
*[PIM/105] 00:18:31
Multicast (IPvd)
[BGE/170] 00:18:31, localpref 100, from 13Z2.168.2.1
AS path: I
> to 172.22.250.2 via ge-1/0/4.250, Push 295883

The command in the graphic shows the MVPN routes that relate to a specific MVPN.

Point-to-Multipoint LSP

userfipel> show rsvp session
Ingress R3WP: 2 sessions

To From State Rt 5tyle Labelin Lakhelout LS3Pname
192.168.2.1 192.168.6.1 Up o 1 3E S 300096 192.168.2.1:192.168.6. 115 invpnimeast—pe—vrEL
192 .168.2.2 192.168.6.1 Up o 1 3E S 300096 192.168.2.2:192.1658.6. 118 inwvpnimoast—pe—vref

Total Z displayed, Up 2, Down O

Use the show rsvp session command to determine the status of the point-to-multipoint LSP. In the output, you can see that
the outbound label for the point-to-multipoint LSP is 300096.

Forwarding Table

userfpel> show route forwarding-table destination 224.7.7.7 extensive
Routing table: mcast-pe-vri.inet [Index 5]
Internet:

Destination: 224.7.7.7.10.0.101.2/64
Route type: user

Poute reference: 0 Route interface-index: 223
Flags: cached, check incoming interface , accounting, sent to PFE
Next-hop type: flood Index: 3638 Reference: 2
Nexthop: 172.22.250.2

Next-hop type: Push 300056 Index: 3625 Reference: 1

MNext-hop interface: ge-1/0/4.250

The command in the graphic shows the routes in PE1’s forwarding table that are associated with the multicast group of
224.7.7.7 with a source of 10.0.101.2. Notice that all multicast packets of this type will be sent out of the ge-1/0/4.250
interface with a single MPLS label of 300096.
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Review Questions

1. Whatis the primary difference between the
draft-Rosen approach to multicast VPNs and the
next-generation MVPN approach?

2. Name and briefly describe two of the seven MVPN
NLRI types.

3. In a next-generation multicast VPN network what
devices require a tunnel services interface?

Answers to Review Questions
1.

The draft-Rosen required that the provider network be running PIM for signaling. The next-generation approach uses BGP to signal the
providers network and does not require PIM be configured in the core.

2.
Type 1: Intra-AS Inclusive MVPN Membership Discovery
Type 2: Inter-AS Inclusive MVPN Membership Discovery
Type 3: Selective MVPN Autodiscovery Route
Type 4: Selective MVPN Autodiscovery Route for Leaf
Type 5: Source Active Autodiscovery Route
Type 6: Shared Tree Join Route
Type 7: Source Tree Join Route

3.

The first hop designated router, the candidate rendezvous points, and all PE routers participating in the multicast network, unless using
vrf-table-label option, require the use of a tunnel services interface.
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Chapter 13: BGP Layer 2 VPNs

This Chapter Discusses:
. The purpose and features of a Layer 2 virtual private network (VPN);
. The roles of a customer edge (CE) device, provider edge (PE) router, and provider (P) routers in a Layer 2 VPN;
. The flow of control traffic and data traffic for a BGP Layer 2 VPN;
. Configuring a BGP Layer 2 VPN and describing the benefits and requirements of over-provisioning; and

. Monitoring and troubleshooting a BGP Layer 2 VPN.

BGP and LDP VPN Characteristics

BGP Layer 2 LDP Layer 2
VPN Circuit

Not Defined

BGPVPLS LDP VPLS

BGP Based Not Defined

Auto-Provisioning BGP Based
Layer 2 Frame Format RFC 4448 RFC 4448 RFC 4448 RFC 4448

VPN Signaling BGP LDP BGP LDP

Interprovider and Defined Not Defined Defined Not Defined
Carrier of Carriers

ATM Modes AALS, Cell AALDS, Cell Ethernet Only | Ethernet Only

|[ETF Status Internet-Draft | RFC 4447 RFC 4761 RFC 4762

Juniper Networks Yes Yes Yes Yes
Support

The BGP Layer 2 VPN (Kompella) draft describes an algorithm used to auto-provision PE routers when a new site is added to a
PE router. This algorithm automatically assigns new circuit IDs and labels, notifies other PE routers, and sets up the VPN mesh
automatically in all topologies. The BGP Layer 2 VPN has extended this same algorithm of auto-provisioning into the BGP virtual
private LAN service (VPLS) RFC. LDP Layer 2 circuits (Martini) require manual provisioning in a manner similar to a traditionally
managed Frame Relay network. Both BGP Layer 2 VPNs and LDP Layer 2 circuits call for the use of the Martini-style
encapsulation. In most cases, it is not necessary to transport the Layer 2 encapsulation across the network; rather, the Layer 2
header can be stripped at R1, and reproduced at R2. This is done using the information carried in the control word, which is
optional, but it is required for Asynchronous Transfer Mode (ATM) and Frame Relay.
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In both BGP Layer 2 VPNs and LDP Layer 2 circuits, VPN information must be communicated between PE routers. BGP Layer 2
VPN (Kompella) uses Multiprotocol Border Gateway Protocol (MP-BGP) for this purpose, and LDP Layer 2 circuit (Martini) uses

LDP. Because BGP Layer 2 VPN uses MP-BGP, it leverages the interprovider and carrier-of-carriers mechanisms defined in RFC
4364. Both methods (not including VPLS) support the use of ATM AAL5 and ATM cell mode.

The BGP Layer 2 VPN (Kompella) draft remains in draft status; the Internet Engineering Task Force (IETF) would like additional
supporting documents prior to its approval as a standard. LDP Layer 2 circuit is defined under RFC 4447.

Most vendors in the Layer 2 VPN space have announced support for LDP Layer 2 circuits. The Junos operating system supports
BGP Layer 2 VPNs, LDP Layer 2 circuits, BGP VPLS, and LDP VPLS. The BGP Layer 2 VPN drafts are a second-generation Layer 2
VPN technology that builds on the experience Juniper Networks gained through our own first-generation Layer 2 VPN product:
circuit cross-connect (CCC). CCC was designed around early Internet service provider (ISP) customer requests for Layer 2 VPNs
and is similar to LDP Layer 2 circuits in many respects.

Customer Sees Standard Layer 2 Circuits

From the user’s perspective, there is no obvious difference between a Frame Relay circuit carried over an ATM core versus one
transported over an IP core. In either case, the provider's edge equipment delivers one or more Layer 2 circuit identifiers that
are used to map traffic to each of the remote sites with which the CE router communicates.

Circuit Identifiers Mapped into LSPs

The provider edge device maps Layer 2 frames received from the CE router into MPLS label-switched paths (LSPs). This mapping
can be either one to one or many to one when label stacking is supported. The use of MPLS in the core allows core routers to
switch the frame towards its egress point without knowing—or caring—what upper-layer protocols are encapsulated within the
labeled packets. The result is that nonroutable and proprietary protocols can now be transported over an IP core.

Customer Manages Its Own Routing

As with a conventional Frame Relay or private line solution, the job of configuring and maintaining the routing between customer
sites is the job of the Layer 2 VPN user. Thus, the provider routers are in no way involved with the routing protocols used by the
customer. The PE routers no longer carry any customer routes and this can be a big scaling advantage.

Decouple Edge from Core

Service providers want to decouple edge-facing technology from the technology that makes up the core. Such decoupling allows
for rapid deployments of new and enhanced services without the requirement of upgrading or modifying edge technology. A core
network based on IP and MPLS readily accommodates this separation of edge and core technologies.

IP-Based Convergence

An IP-based core with MPLS allows the provisioning of a multitude of services—all of which are supported by a common core
technology.

Simplified Provisioning

The provisioning of new services is simplified when a common core technology supports all services and when the edge
technologies are decoupled from that of the core. For example, consider a service provider currently selling only Internet access.
With a multiservice IP backbone, this provider can begin selling Layer 3 VPN, Layer 2 VPN, and valued-added IP services with no
changes required in either the core or the user’s access technology. Converting an existing customer’s Frame Relay link into a
multiservice access solution requires only simple software changes. Now some data-link connection identifiers (DLCIs) can
terminate on provider routers for Internet access, while other DLCIs are switched across the core to support transparent Frame
Relay connectivity between the customer’s sites.
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Layer 2 VPN Proposals

= Proposals supported: draft-kompella-12vpn-12vpn
(BGP Layer 2 VPN), RFC 4447 (LDP Layer 2 circuit),
RFC 4761 (BGP VPLS) and RFC 4762 (LDP VPLS)

e All use martini encapsulation (RFC 4448)

The Junos OS supports three proposals that specify provider-provisioned Layer 2 VPN solutions. The latest versions of the BGP
Layer 2 VPN drafts use the encapsulation approach defined in RFC 4448 while providing the BGP signaling and
auto-provisioning benefits of the BGP Layer 2 VPN draft.

The Junos OS offers support of the BGP Layer 2 VPN draft, including support for the IP-only interworking function, which allows
the interconnection of dissimilar Layer 2 technologies (such as Frame Relay to ATM). The implementation of draft-BGP Layer 2
VPNs supports the Martini control word, which is used to convey Layer 2 bit indications in the forwarding plane. Currently, only
Frame Relay forward explicit congestion notification (FECN), backward explicit congestion notification (BECN), and discard
eligible (DE) bits can be signaled using the Martini control word. The Junos OS also offers support for Layer 2 VPNs based on the
LDP Layer 2 circuit RFC 4447using LDP-based signaling.

Control Plane Differences

= BGP Layer 2 VPN:
* BGP sighaling
* Martini encapsulation in data plane

» Offers IP-only Layer 2 interworking to allow interconnection
of different Layer 2 circuit technologies

* Proposals are different in control plane

* BGP Layer 2 VPNs use BGP while LDP Layer 2 Circuits use
LDP-based signaling

Because the BGP Layer 2 VPN drafts now use Martini encapsulation, the principal differences relate to their signaling
approaches. The BGP Layer 2 VPN drafts use only BGP, while the LDP Layer 2 circuit RFC specifies only LDP-based signaling.
Another key difference is that the BGP Layer 2 VPN drafts support auto-provisioning of Layer 2 VPNs and BGP VPLS. This
capability can simplify significantly the provider’s operations when adds and moves occur in a Layer 2 VPN.
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Customer Edge Devices

CEA

YPEN-A $\ PE-1 pep  CEC
vat | Ve, N S | W YA

17 U y p 1 STV 11 4

CE-B F P
rame

WEN-B Relay ‘ PES CE-D

1 . ‘P, Fl” WPFrame VPN B
= Different device roles Relay

» CE device:
« Layer 2 and Layer 3 independent of the service provider network
« Normally the same Layer 2 technology used at both ends of a VPN
* PE routers:

« Maintain and exchange VPN-related information with other PE
routers

« Use MPLS LSPs to carry VPN traffic between PE routers
* Prouters:

« Forward VPN traffic transparently over established LSPs

* Do not maintain VPN-specific forwarding information

The CE device is normally a router or Layer 2 switch that provides access to the provider’s edge device. Because the Layer 2
frames generated by the customer are carried across the core using MPLS, there is inherent independence between the Layer 2
technology used at the provider's edge and the technologies used in the core. This independence extends to the upper protocol
layers as well, as the provider does not interpret in any way the contents of the Layer 2 frames.

By default, both ends of a Layer 2 VPN must use the same Layer 2 technology unless IP interworking, as outlined in the BGP
Layer 2 VPN draft, is configured. While all sites in a given VPN must deploy the same access technology (when IP interworking is
not supported), sites belonging to different VPNs have no such restrictions. This fact is shown on the graphic, where VPN A uses
ATM technology, while VPN B uses Frame Relay. If VPNs A and B were combined into a single, larger VPN, you could deploy the
BGP Layer 2 VPN IP interworking function to provide interworking at the IP layer without having to adjust the Layer 2 technology
used at existing customer sites. Note that IP interworking restricts the Layer 2 VPN to the support of the IP protocol only.

As with a conventional Layer 2 service, each remote site must be associated with a unique Layer 2 circuit identifier used to map
traffic to a given site. A CE device with full-mesh connectivity to three remote sites therefore requires that at least three Layer 2
circuit identifiers be provisioned on the PE-CE link.

Provider Edge Routers

The PE routers connect to customer sites and maintain Layer 2 VPN-specific information. This VPN information is obtained
through local configuration and through signaling exchanges with either BGP or LDP. As with a Layer 3 VPN, the PE routers
forward traffic across the provider’s core using MPLS LSPs.

Provider Routers

The P routers do not carry any Layer 2 VPN state. They simply provide label-switching router (LSR) services to facilitate the
transfer of labeled packets between PE routers.
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VPN Forwarding Tables

= Fach VRF is populated with:
* The information provisioned for the local CE device
« Forexample, site ID. logical interfaces. encapsulation. label base

* Layer 2 VPN NLRIs are received from other PE routers using
MP-BGP

AVRF is created foreach CE device
connected to the PE router

Sitel
VPN-B

Sitel
YPN-A

The VRF table is populated with information provisioned for the local CE device and contains:
. The local site ID;
. The site’s Layer 2 encapsulation;
. The logical interfaces provisioned to the local CE device; and
. A label base used to associated received traffic with one of the logical interfaces.

The VRF is also populated with information received from other PE routers in MP-BGP updates. These updates contain the
remote site’s ID, label base, and Layer 2 encapsulation.

The combination of locally provisioned information and Layer 2 VPN network layer reachability information (NLRI) received from
remote PE routers results in a Layer 2 VPN forwarding table used to map traffic to and from the LSPs connecting the PE routers.

VPN Connection Tables

ALayer 2 NLRI is distributed foreach VPN site to PEs

Sitel
YPN-A
Pl Hz
Sitel
VYPN-B

MP-BGP Session

The Layer 2 VPN NLRI is a subset of the information held in the PE router’s VRF. As a result, one Layer 2 VPN NLRI is associated
with each site connected to the PE router.

© 2013 Juniper Networks, Inc. All rights reserved. BGP Layer 2 VPNs ¢ Chapter 13-5



JNCIS-SP Study Guide—Part 3
Layer 2 VPN NLRI Conveys Information Using MP-BGP
The Layer 2 VPN NLRI conveys the local site ID and label blocks to remote PE routers using MP-BGP.

= Provisioning the core:

* L SPs between PE routers must be pre-established
« Canuse either RSVP or LDP

« Can use LSPs for many services (for example, Internet. Layer 2
VPN, Layer 3 VPN)

* Between PE routers, MP-BGP must be configured to support
the sessions with 12-vpn signaling family

CE-A CE-C
Site 1 Site 2
VPN-A VPN-B
A AT
O
P1 P2
Site 1 Site 4
YPN-B WMP-BGP Session YPN-A

Provisioning the Core

As with a Layer 3 VPN, the provider’s core must be provisioned to support the Layer 2 VPN service. Besides a functional interior
gateway protocol (IGP), this support normally involves the establishment of MPLS LSPs between PE routers to be used for data
forwarding. The PE-PE LSPs are not dedicated to any particular service. With label stacking, the same LSP can be used to
support multiple Layer 2 VPN customers while also supporting Layer 3 VPNs and non-VPN traffic.

Each PE router must also be configured with MP-BGP to peer to other PE routers having local sites belonging to the same VPN.
These MP-BGP sessions must be configured to support the 12-vpn signal ing address family so that they can send and
receive Layer 2 NLRI updates.
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Provisioning the Local CE Device

» List of DLClIs: One for each remote CE device, spare values
(over-provisioning) recommended
« Can be learned automatically through LMI
* DLCls independently numbered for each CE device
* VLAN IDs must be the same at both ends
* LMl and Inverse ARP properties
* No changes as VPN membership changes
« Until over-provisioning limit is reached
* Configuration of Layer 3 properties and routing protocols

CE-D's Routing Table

DLCIs CE-D
63 e
10/8 | DLCI 63 75 El%l l’
20/8 | DLCI 75 g o COI’e

30/8 | DLCI &2

The first step in building a Layer 2 VPN is the configuration of the local CE device. This configuration normally entails assigning a
range of Layer 2 circuit identifiers to logical interfaces on the CE device and having the correct encapsulation settings for the
Layer 2 protocol being configured.

For Frame Relay, normally, you must configure the permanent virtual circuit (PVC) management protocol and Inverse Address
Resolution Protocol (ARP) properties as well as a series of DLCI values, when the CE device cannot learn them automatically
through the PVC management protocol. The Junos OS requires that virtual LAN (VLAN) IDs be the same at both ends of a
ethernet Layer 2 connection. However, ATM virtual channel identifiers (VClIs) and Frame Relay DLCIs can be the same or can be
assigned independently.

The BGP Layer 2 VPN draft allows for the expansion of VPN membership without reconfiguring existing sites when the Layer 2
connection identifiers are over-provisioned.

The CE device also requires the configuration of upper-layer protocols to be compatible with the remote CE router. Unlike a Layer
3 VPN solution, the PE router has no IP or routing protocol configuration, as these functions are configured on the CE routers
with end-to-end significance. With Layer 2 VPNs, the CE routers form adjacencies with each other, as opposed to becoming
adjacent to the local PE router.
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Provisioning the PE Router

CE-DVRF

= AVRF is provisioned at each PE
router for each local CE device
* Import/exportroute target
e Site ID: Unigue value to identify a site

e Label range: Maximum number of
CE devices to which it can connect

e Label base: Label assigned to the first sub-interface ID—the
PE router reserves n contiguous labels, where nis the CE
device range

e Sub-interface IDs list: Set of local sub-interface |IDs (DLCls)
assigned for the CE-PE connection

« The PE router assignsthe reserved labels to the sub-interface IDs

CE-D's NLRI

After configuring the local CE device properties, you must provision the site’s VRF on the PE router. The following list shows what
is typically involved:

. Specification of route targets and VRF policy.

. CE device identifier (site ID), which must be unique in the context of a specific VPN.

. CE device range (label block), which determines the size of the site’s label block and therefore how many remote
sites to which it can connect. This range produces a block of n contiguous labels beginning with the label base
value.

. Logical interfaces associated with this VRF. The PE router assigns each sub-interface listed with a label from the

site’s label block. This label is used to match received traffic to the correct PE-CE logical interface.

Some of the steps outlined above can occur automatically and therefore do not require explicit configuration. The combined
effect of the manual and automatic provisioning is a VRF as shown on the graphic. In operation, a subset of this VRF is sent to
remote PE routers to allow them to map a label from the site’s label block to traffic received over one of their locally configured
PE-CE logical interfaces. The list of interfaces configured under the site’s VRF must be backed up by the appropriate
configuration of logical interfaces and Layer 2 protocol properties on the PE router. These interfaces must have connection
identifiers and Layer 2 settings that are compatible with the configuration in the CE router. For example, a CE device running
Frame Relay likely requires the PE router to have its Frame Relay interface set to DCE mode with the appropriate PVC
management protocol configured.
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PE-2 Has a VRF Configured for CE-D

Site1
VPN-B
Mote: CE-E and CE-F are not shown 4
4
1000

= PE-2 is configured 1

W|th a VRF for CE_D CE-D's DLCI to CE-A B3 1000 Label used to reach CE-D from CE-A
CEDsDLCIwmCEE 75 1001 Label used to reach CE-D from CE-E

u PE-2 com putes CE-D's DLCl to CE-F - 82 | 1002 Label used to reach CE-D from CE-F

received VRF labels based on remote site ID (label-
base-local + remote-site-ID - |label-offset-local)
* Associates each VRF label with local connections based on
the ordered list of interfaces and use of remote-site-id

In this example, PE-2 is configured with a VRF for its local connection to CE-D. This configuration assigns CE-D the site ID of 4
and associates this VPN with a route target of RT2. Also, the local site is configured with three DLCI values for use when CE-D
communicates with remote sites.

Computes Received Labels Automatically

Based on the Layer 2 VPN NLRI advertisement that results from the information in PE-2’s VRF, PE-2 automatically computes the
label received when traffic is sent to PE-2 from the remote PE routers. Each of the labels in PE-2’s label block in turn is
associated with one of the site’s logical interfaces, based on the order in which those interfaces are defined in the VRF. The
optional use of remote-site-id allows local interfaces to be associated with labels in a manner independent from the order
in which they are listed.

The result is that PE-2 expects to receive traffic from CE-A with a label value of 1000. This label value is then mapped to DLCI 63
on CE-D’s Frame Relay interface

MP-BGP Used for Signaling
The distribution of Layer 2 VPN NLRIs between PE routers is facilitated with MP-BGP using a new Layer 2 VPN address family.

Automatic Connection Mapping

The algorithm defined in the BGP Layer 2 VPN draft allows each PE router to compute automatically the mapping between
remote site IDs and the label values used to send and receive traffic from them. The labels advertised by a site are also mapped
automatically to logical interfaces on the local PE-CE link. Thus, the connections between sites are created automatically.

VPN Policy

VPN policy using route target communities to filter and accept Layer 2 VPN NLRIs from remote PE routers results in a Layer 2
VPN topology.
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PE-1 Receives Layer 2 VPN NLRI Update from PE-2

= PE-1 receives BGP update with PE-2's CE-D NLRI

e PE-1 stores the information within the received NLRI in its
corresponding VRF table.

CE-A

WPF-BGF Session

Sitel
YPN-B

CE-D MLRI update
RT1
4
4
1000
il

Mote: CE-E and CE-F are not shown

This graphic shows how a portion of PE-2’s VRF for Site 4 is advertised to PE-1 using MP-BGP. The Layer 2 VPN NLRI for CE-D

contains the site's ID, label block size, label offset, and label base. This update also is associated with the route target extended
BGP community.

PE-1 Updates Its VRF

= PE-1 updates its CE-A VRF with CE-D’s NLRI information

* Importroute target (RT1) for CE-A VRF matches route target
carried by the BGP route

* NLRI copied into bgp.12vpn.0O

PE-1 receives the Layer 2 VPN NLRI update from PE-2 and checks the route target for a match. Because the route target
matches, the update is installed in the VRF associated with CE-D.
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PE-1 Computes Outgoing Label

= PE-1 computes outgoing label for traffic sent to CE-D
* (local-site-id + remote-label-base - remote-label-offset= 1000)

* Matches label already computed by PE-2 for received traffic
from Site CE-A Frame Relay

DLCI 414
CEA / CEC

PE-1'smpls.O
Sl [P Inner TX
Sub-Int 1Ds Label
150 5020
265 9350
414 1000 Label used to reach CE-D

PE-1 uses the Layer 2 VPN NLRI update from PE-2 to automatically compute the label to be used when sending traffic from CE-A
to CE-D. PE-1 uses the algorithm that subtracts the remote PE router’s label offset from its local site ID and adds the resulting
value to the received label base. In this example, PE-1 computes label 1000 for traffic destined to CE-D (1-1 =0 + 1000 =
1000). PE-2 computes the same label value (1000) as the label it expects to receive on traffic sent by CE-A.

PE-1 Computes the Outer Label

= PE-1 obtains the outer label by resolving PE-2's host
address through an RSVP or LDP LSP

PE-1 computes the outer MPLS label by resolving PE-2’s router ID to an LSP in the inet.3 routing table. In this example, the LSP
from PE-1 to PE-2 is associated with label value 500.
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PE-1 Maps VRF Label to Local Connection ID

use of remote-site-id

—

PE-1'smpls.0 table

[r

Int IDs

150 5020
265 9350
414 1000 500 LSP label 1o PE-2

= PE-1 maps VRF label for CE-D to a local connection
identifier based on the ordered list of interfaces and

Frame Relay

DLCI 414 CEC

Site 2
VPN-B

Site4
VPN-A

As shown in the graphic, PE-1 associates Site 2 with Logical Unit 414 on the local PE-CE interface. This association is the result
of either the order in which the logical interfaces are listed in Site 1's VRF, or the use of the remote-site-id option.

The result is that traffic received from CE-A on DLCI 414 is sent to PE-2 with an inner label of 2000 and a top label of 500. Upon
receipt, PE-2 uses the remaining VRF label to map the frame to the logical interface associated with Site 1. Thus, after popping

the VRF label, PE-2 delivers the frame to CE-D using DLCI 63.

CE-A Sends Traffic to CE-D

DLCI (414)
CE-A Packst
Site1
YPN-A
PE-1 ﬁ.%_:
CE-B Pl
ot
YPN-B

= CE-A sends packets to the PE router using DLCI 414
* This DLCI maps to site 4 (CE-D)

Site 2
VPN-B

Site4
VPN-A

This graphic shows CE-A sending a Frame Relay frame on DLCI 414. This DLCI is associated with CE-D using the mechanisms

discussed on previous pages.
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PE Router Strips Frame Header

@ o _ WMPLS label (500
1) Lookup incoming interface in mpls .0 Site label (1000)

2) Push YPN label (1000)
3) Push MPLS label (500) Packet

Sitel
PE-1 m.%.:.%.r

VPN-A
CEB
F1 F2
VPN-B P

= The ingress PE router removes the DLCI

= \VRF lookup derives two labels

* Outer tunnel (MPLS) label:
« |dentifiesthe LSP to egress PE router
 Distributed by RSVP or LDP
* [nner (site) label:
+ |dentifies outgoing subinterface from egress PE router to the CE
« Derivedfrom BGP Layer 2 NLRI distributed by egress PE router

After receiving the frame on the logical interface associated with CE-D, the PE router removes the frame header and cyclic
redundancy check (CRC) fields. The fields are recomputed and added to the frame by PE-2 when it is sent to CE-D.

Double Push Operation at PE-1

PE-1 pushes two labels onto the packet. The inner label is the value computed from the information contained in PE-2’s Layer 2

VPN NLRI advertisement. The outer label is derived from the resolution of PE-2’s router ID to an LSP that was established using
either RSVP or LDP.
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MPLS Switching in Core

MPLS label (800)
Site label (10000
CE-A Packet

Sitel
YPN-A

= MPLS switching by LSRs in the core
* P routers are not VPN aware
* Outer label swapped at each LSR

The labeled packet is forwarded over the LSP connecting the two PE routers. The P routers in the core perform swap operations
on the outer label. The P routers are not aware of the inner label, which remains unchanged throughout this process.

Outer Label Removed

| sitelabel (1000)|

CE-A Packet CEC

Sitel
YPN-A

= The outer label is removed through penultimate hop
popping

The penultimate router pops the label stack, resulting in PE-2 receiving a packet with a single label.
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Egress PE Router Looks Up VRF Label

VPN-B WP VPN-A
|  obwiss |

Packet

The egress PE router maps the VRF label to a specific logical interface and DLCI value in the VPN-A VRF.

Egress PE Router Pops VRF Label

The egress PE router pops the label stack.

Egress PE Router Sends Frame to CE-D

The egress PE router adds a new Frame Relay header and CRC to the frame before delivering the frame to CE-D on the logical
interface associated with DLCI 63.

Optimized for Common Topologies

= Optimized for common topologies (but also can
support arbitrary topologies)

The provisioning and signaling mechanisms defined in the BGP Layer 2 VPN draft are well suited to the deployment of common
topologies such as full mesh, hub and spoke, and partial meshes.

O(N) Configuration for Initial VPN

= O(N) configuration for the whole VPN
* Could be more for complex topologies

The addition of a new Layer 2 VPN requires the configuration of every PE and CE router involved with the new VPN. Thus, an n
site VPN requires the configuration of n locations.

0(1) Configuration to Add/Remove Sites

= O(1) configuration to add a site

* Assumes over-provisioning of DLCIs (connection IDs) at
existing sites

If the Layer 2 VPN is over-provisioned during the initial configuration, the addition of a new site requires the configuration of only
the new site. The ability to grow a Layer 2 VPN without having to modify the existing sites of that VPN is a key benefit of the
approach outlined in the BGP Layer 2 VPN draft.
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A site is considered over-provisioned when the number of logical interfaces configured on the PE-CE link, and in the
corresponding VRF, exceeds the requirements dictated by the number of sites currently in use. Because the connection
identifiers used to support Layer 2 VPNs are locally significant, there is no waste associated with over-provisioning.

Supported Layer 2 Encapsulations

= Supported encapsulations:
* Frame Relay
* ATM AALS
* ATM SNAP
* ATM Transparent Cell Mode
* Ethernet
e Ethernet VLAN
* Cisco HDLC
* PPP
* [P-only interworking

This graphic lists the Layer 2 technologies the Junos OS currently supports.

For ATM connections, the Junos OS supports both ATM Adaptation Layer 5 (AAL5), ATM subnetwork attachment point (SNAP),
and cell relay (supports all AALs). All sites of a Layer 2 VPN must be optioned for the same mode.

The Cisco High-Level Data Link Control (Cisco HDLC) and Point-to-Point Protocol (PPP) encapsulation options only permit one
logical unit and can therefore only support point-to-point Layer 2 VPNs.

You should consider the BGP Layer 2 VPN IP-only interworking function or a Layer 3 VPN solution when you must interconnect
sites with different Layer 2 technologies.
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RFC 4448 Encapsulation

= draft-kompella-12vpn-12vpn (BGP Layer 2 VPN), RFC
4447 (LDP Layer 2 circuit), RFC 4761 (BGP VPLS) and
RFC 4762 (LDP VPLS).

" RFC 4448 defines the Martini encapsulation

« Encapsulates data (Layer 2 frame or version of original frame) in a
control word

« Martini control word is used to help pad and preserve information
inthe original Layer 2 frame as it is relayed between PE devices

MPLS/GRE Header| MPLS Header| Control Word Layer 2 Frame (modified)

.
we®
....
v
s
wt®
an®

RSVD| FLAGS | 00 | Length | Sequence Number

# of bits — 4 4 2 6 16

The data encapsulation method (Martini) is defined in RFC 4448 is used in the forwarding plane for BGP Layer 2 VPNs, LDP
Layer 2 circuits, BGP VPLS, and LDP VPLS. The diagram shows how the resulting MPLS-encapsulated packet appears after it
leaves the ingress PE router. In general, the Layer 2 frame is slightly modified (described in next few sections) and then
encapsulated in a 32-bit control word, followed by two MPLS headers—possibly generic routing encapsulation (GRE) as the final
encapsulation. The control word is used for essentially three purposes: to enable the padding of small protocol data units
(PDUs) that do not meet minimum maximum transmission unit (MTU) requirements, to preserve Layer 2 bit settings (that is, DE,
FECN, BECN for Frame Relay), and to preserve sequencing if sequencing is required.
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Format of Layer 2 Frame and Meaning of Flags: Part 1

= Format of the modified Layer 2 frame and meaning of
the flags depends on encapsulation type:
* Frame Relay (control word required)

« Format: Original frame minus header and CRC
» Flags: FECN.BECN. DE. C/R

* ATM AALS (control word required)

« Format: Reassembled AALS packet minus AALS trailer

* Flags: EFCI. CLP. C/R (Frame Relay/ATM interworking)
* ATM Cell (control word is optional)

« Format: One or more original cells

» Flags: Not used. original cells contain pertinent information
* Ethernetand Ethernet VLAN (control word is optional)

« Format; Original frame minus preamble and FCS
* Flags: Not used

The data that is encapsulated by the control word is generally a modified Layer 2 frame. What is changed from the original
Layer 2 frame depends upon the encapsulation type. The same goes for the meaning of the flags in the control word—it depends

on the encapsulation type. The graphic describes the changes made to the original Layer 2 frame as well as the meaning of the
flags in the control word.

Format of Layer 2 Frame and Meaning of Flags: Part 2

= Format of the modified Layer 2 frame and meaning of
the flags depends on encapsulation type (contd.):

* HDLC (control word optional)

« Format: Original frame minus HDLC Flags and FCS
» Flags: Not used

* PPP (control word is optional)

* Format: Original frame minus HDLC address and FCS
» Flags: Not used

The graphic describes the changes made to the original Layer 2 frame as well as the meaning of the flags in the control word
when HDLC or PPP are used.

Preliminary Steps

Before a functional Layer 2 VPN can be deployed, the provider’s core requires preliminary configuration. These steps include:
1. Choosing and configuring an IGP;
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2. Establishing MP-IBGP peering sessions between PE routers sharing VPN membership (these peering sessions must
support the 12-vpn signal ing family);

Configuring the PE and P routers to support MPLS and signaling protocols, such as RSVP or LDP; and
Establishing LSPs between PE routers sharing VPN membership.

VPN Configuration on PE Routers Only

As with a Layer 3 VPN, PE routers perform all VPN-specific configuration.

= PE-to-PE MP-BGP sessions requires the
12-vpn signaling NLRI

* Add family inet-vpn if Layer 3 VPN support also needed
» Add family inet if PE router is to support IPv4 NLRI

" The Junos OS negotiates BGP route refresh by default

[edit protocols bgp]

userlRl# show

group my-int-group {
type internal;
local-address 1592.168.1.1;
family inet {

unicast:
}
family 1Zvpn
signaling;
¥

neilghbor 152.168.1.3;

Layer 2 VPN NLRI Required

You must configure the PE-PE MP-BGP by specifying the 12-vpn signal ing family for sessions to support Layer 2 VPN NLRI.
If wanted, you also can configure the same MP-BGP session to support Layer 3 VPN signaling and conventional IP version 4
(IPv4) routing by specifying additional address families. You must configure the default address family (IPv4 unicast) explicitly
once a nondefault family is configured.

The example on the graphic shows an MP-BGP session configured for Layer 2 VPN and IPv4 unicast support.

BGP Route Refresh Is Automatic

Layer 2 VPNs also require the BGP route refresh capability for non-disruptive moves and changes. The Junos OS automatically
negotiates this capability. Thus, explicit configuration is not required.
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MP-BGP Peering Example

user@Rl> show bgp neighbor 192 .168.1.3
Peer: 19Z2.168.1.3+52460 AS 65512 Local:

192 168.1.1+17% As 65512

|2ddress families configured: inet-unicast lZvpn-signaling]

Keepalive Interval: 320 Peer index: O
BFD: disabled, down

NLRI for restart configured on peer:
NLRI adwvertised by peer:
NLRI for this session:

|peer supports Refresh capability (2) |

Table bgp.lZ2vpn.l
RIE State: BGP restart is complete
RIB State: VPN restart is complete
dend state: not advertising
Active prefixes:

Received prefixes:
Accepted prefixes:
duppressed due to damping:

(=

Local Address: 192.168.1.1 Holdtime: 90 Preference: 170
Number of flaps: 0O
Peer ID: 1582.1A8.1.3 Local ID: 192.168.1.1 Active Holdtime: 90

inet-unicast l2vpn-signaling
inet-unicast l12Zvpn-signaling
inet-unicast l2vpn-signaling

This graphic shows an MP-BGP session capable of supporting a Layer 2 VPN.

The presence of the 12-vpn signal ing family on an MP-BGP session results in the automatic creation of the
bgp - 12vpn .0 routing table. This table holds all Layer 2 VPN NLRI received by the PE router that has at least one matching
route target. The Layer 2 VPN NLRIs in this table are copied into the matching VRFs.

Layer 2 VPN AFI/SAFls

= Layer 2 AFI/SAFI == 25/65

* CE device’'s ID uniquely identifies a
site within a given VPN

» | abel block offset allows a site to
choose the correct label when
multiple blocks are advertised

» Circuit status vector:
* Indicates label range

* One NLRI update is generated for each label block

* Reports status of local circuit and transmit LSP

Length (2 Byies)
Route Distinguisher (& Bytes)
CE ID (2 Bytes)

Label Block Offset (2 Bytes)
Label Base (3 Bytes)

Circuit Status vector

Other Yariable Length TLYs

The graphic displays the structure of Layer 2 VPN NLRI. The address family indicator (AFl) and subsequent address family

identifier (SAFI) values of 25 and 65 are shared with BGP VPLS NLRIs.
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The NLRI consists of the CE device’s ID (site ID), the label base, and the label block offset, which are used when multiple label
blocks are generated for a particular site. Each label block is carried as a separate update when multiple blocks exist.

The Circuit Status Vector

————— MP-BGP Session AT PYC detected
down by PE-1
FERDI cells
CE-A PE-1 CEB
Site 1 %— — : — Site 2
WPN-A VPN-A
(bits) O n
1

Layer 2 NLRI with updated CSV

= The circuit status vector contains a single bit for each
label in a block

» Setting this bit to a 1 indicates that either (or both) the local
circuit or the LSP to the remote PE routeris down

* Receiving PE router reports failure to attached CE device

The circuit status vector is a bit vector used to indicate the site’s label range (that is, block size) and to report failures of a PE
router’s local circuits.

The Junos OS uses the circuit status vector defined in the BGP Layer 2 VPN draft to report local circuit failures as well as failures
of the transmit LSP to the remote PE router. The circuit status vector is a bit vector containing a single bit for each label (circuit
ID) in a label block. Therefore, the circuit status vector can be used to convey label block size, as well as to provide an indication
of Layer 2 circuit status and transmit LSP status to the remote PE router.

This graphic starts with the PE-1router detecting an ATM circuit failure to Site 1. As a result, the PE-1 router sends an updated
Layer 2 NLRI with the corresponding bit in the circuit status vector set to 1. The remote PE router affected by this change carries
the failure indication towards the access side using whatever mechanism the Layer 2 protocol supports. In this example, which
is based on ATM, F5 remote defect indication (RDI) cells are generated to inform the CE device of the failure. For Frame Relay,
the failure results in an inactive PVC status being reported in the PVC management protocol (American National Standards
Institute [ANSI] Annex D or International Telecommunication Union [ITU] Annex A).
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Layer 2 Information Extended Communities

1 Frame Relay

2 ATM AALS Community Type (2 Bytes)
& ATt Transparent Cell ]

4 Ethernet VLAN Encapsulation Type (1 Byte)
5 Ethernet Control Flags (1 Byte)

5 CiscoHDLC

7 PPF Layer2 MTU (2 Bytes)

12 WPLS

64  IP-Only Layer 2 Internetworking Reserved (2 Bytes}

= [ ayer 2 information:

» Control flags indicate:

« If sequencingis required

* Whetherthe Martini control word is required
* MTU field describes the VPN's MTU

+ All members of a VPN must use the same MTU. as mismatched
MTU causes NLRI to be ignored

The Layer 2 information extended communities (carried as part of the Layer 2 NLRI) communicate the following information
between PE routers:

. The Layer 2 encapsulation type (defined encapsulation types are shown on the graphic);

J The control flags field, which indicates the presence of the optional Martini control word, and whether data
sequencing is required; and

. The Layer 2 MTU field, which reports the MTU configured on the sending PE router’s PE-CE link (because
fragmentation is not supported in a Layer 2 VPN environment, the receiving PE router ignores Layer 2 NLRI with
MTU values that differ from the PE router’s local VRF interface).

The reserved field is currently undefined.
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Overview of Layer 2 VPN Configuration

= L ayer 2 VPN configuration overview:

e Create Layer 2 VPN routing instance
* Assign a route distinguisher

* Define BGP extended communities (route target)
e Configure vrf-target statement or create and apply VRF
importand export policies
e Configure local site properties
* Assigna site ID

« Specify VPN encapsulation and interfaces
« Configure PE-CE VPN interfaces

This graphic provides a summary of the steps required to provision a Layer 2 VPN. We discuss each of these items in detail on
subsequent pages.

Example Layer 2 VPN Topology

= Network characteristics:
* |GPis single-area OSPF

* RSVP signaling between PE devices, LSPs established
between PE routers (CSPF not required)

* MP-BGP between PE routers, loopback peering,
12-vpn signaling NLRI

* CE devices running OSPF Area O

* Full-mesh Layer 2 VPN between CE-A and CE-B

Provider Core
AS BEL12

Site 1 Site 2
OSPF Area O e il OSPF Area O
R1 o 3
Site 1 %1—$;$;$—2$ Site 2
10.0.10.0/24 172222100/ 24 172.22.212.0/24 10.0.10.0/24
CE-A PE P PE CEB
lo0 192.168.11.1 Io0 192168 1.1 100 192.168.1.3 100 192.168.11.2

The diagram serves as the basis for the various configuration-mode and operational-mode examples that follow.

The IGP is Open Shortest Path First (OSPF), and a single area (Area 0) is configured. Because the examples in this study guide
do not rely on the functionality of Constrained Shortest Path First (CSPF), traffic engineering extensions need not be enabled.

RSVP is deployed as the MPLS signaling protocol, and LSPs are configured between the R1 and R3 PE routers.
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An MP-BGP peering session is configured between the loopback addresses of the PE routers. The 12-vpn signaling and
inet unicast address families are configured.

In this example, the CE routers run OSPF with a common IP subnet shared by CE-A and CE-B. The PE routers have no
IP addressing on the VRF interfaces.

The goal of this network is to provide full-mesh (which is point-to-point in this case) connectivity between the two CE routers
shown. This network is considered a full-mesh application, as the resulting configuration readily accommodates additional sites
with any-to-any connectivity.

Layer 2 VPN VRF Table Creation

= VRF tables are created atthe [edit routing-
instances] configuration hierarchy

* Selecting instance-type 1Zvpn createsa VRF instance
type

[edit routing-instances vpn-a]
user(@Rl# show

|instance-type 12vpn: |
interface <interface-name>;
route-distinguisher <rd type>;
vri-target <target community>;

Layer 2 VPN routing and VRFs are created at the [edit routing-instances] portion of the hierarchy. A Layer 2 instance
is specified with arguments applied to the instance-type statement. As with a Layer 3 VPN VRF instance, you must assign a
route distinguisher, list the VRF interfaces, and link the instance with a vrf-target community or VRF import and export
policies. You also must configure local site properties under the protocols hierarchy on the Layer 2 VPNs.

Layer 2 Instance Example

This graphic shows a sample Layer 2 routing instance based on the sample topology. This instance is called vpn-a. It is
assigned a route distinguisher based on the PE router’s loopback address (Type 1 format). The instance-type 12vpn
setting creates a Layer 2 VPN VRF.

This vpn-a instance is associated with a single logical interface (ge-1/0/4 _.512). By listing only one VRF interface, the Layer
2 VPN is limited to single site connectivity. It would be common to see additional interfaces listed, even though they might not be
required for the VPN’s current connectivity, so that the auto-provisioning features of the BGP Layer 2 VPN draft can be realized.
This example, however, strives to show a sample configuration with minimal complexity.

The Layer 2 VRF table can be linked to either VRF import and export policies or a vrf-target statement, which is used to
match and add route target communities.
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Local Site Properties

= | ocal site properties are set under protocols

[edit routing-instances wpn-al
user@Rl# show
instance-type lZwvpn;
interface ge-1/0/4.51%;
route-distinguisher 192.168.1.1:1;
vri-import import-vpn-a;
vrf-export export-vpn-a;
protocols |
12vpn |
encapsulation-type ethernet-vlan;
gite ce-A |
site-identifier 1;
interface ge-1/0/4.512 {
'

The local site properties are configured under the protocols portion of the Layer 2 instance. We discuss these parameters on
subsequent pages.

Layer 2 VPN Import Policy Example

= [ayer 2 VPN import policy:

* [nstalls Layer 2 NLRIs learned from other PE routers using
MP-BGP

« NLRIwith matching route target communities are installed in the
associated Layer 2 VRF

« Nonmatching updates are discarded
[edit policy-options]
user@rRl# show

policy-statement import-vpn-a |
term 1 |
from |
protocol bgp:
|community vpn-a; |

}

then accept;
1
term 2 |
then reject;
1
1

community vpn-a members target:65512:101;

This graphic shows an example of a Layer 2 VRF import policy. Term 1 matches BGP routes with the vpn-a route target while
the second term rejects all other routes.

As a result of this policy, Layer 2 VPN NLRIs received from remote PE routers are installed in the vpn-a VRF when they contain
the vpn-a community.
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Layer 2 VPN Export Policy Example

= Layer 2 VPN export policy:

* Adds a route target community to the site ID and label block
advertised to remote PE routers

* No routing protocol-based match condition is specified

[edit policy-options]
userl@Rl# show

policy-statement export-vphn-a |

term 1 |
then |
|community add vpn-a; |
accept;
!
}
term 2 |

then reject;
'
1

community wpn-a members target:65512:101;

This graphic shows an example of a Layer 2 VRF export policy. Term 1 matches the local site’s VRF information and adds a route
target community. The second term rejects all other sources of information. In contrast to a Layer 3 VPN’s export policy, no
protocol-based match is used in a Layer 2 VPN’s export policy because the PE-CE pairing is not an IP or routing protocol set of
peers. Thus, the PE router does not learn any information from the attached site.

Route Target Extended Community

= The target tag specifies a route target extended
community

e Policy matches the route target control that the Layer 2 site
information imported into a given VRF

[edit policy-options]
userldR1l# show

community vpn-a members |target:65512:101;|

Layer 2 VPNs use the route target extended BGP community in the same manner as Layer 3 VPNs. The absence or presence of
a particular route target in the updates received from remote PE routers causes the receiving PE router to either ignore the
update (no route target matches) or install the Layer 2 VPN NLRI into one or more local VRFs (matching route target).

To create a route target community, include the target tag when defining the members of a named community at the [edit
policy-options] portion of the hierarchy. The graphic provides an example of a Type O-formatted route target using a 2-byte
administrator field and a 4-byte assigned number value.
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Local Site Properties

= | ocal site properties configured under the protocols

portion of |2vpn instances

[edit routing-instances wpn-al
user@R1l# show
instance-type lZwvpn;
interface ge-1/0/4.51%;
route-distinguisher 192.168.1.1:1;
vri-import import-vpn-a;
vrf-export export-vpn-a;
protocols |
12vpn |
encapsulation-type ethernet-vlan;
gite CE-A |
site-identifier 1;
interface ge-1/0/4_512

}

The local site’s properties are configured under the protocols 12vpn portion of a Layer 2 VPN routing instance. As shown in
the graphic, this portion of the hierarchy specifies the following parameters:

Layer 2 encapsulation: This parameter defines the type of Layer 2 technology supported by the VPN. Options
include atm-aal5, atm-cel l-port-mode, atm-cell-vc-mode, atm-cell-vp-mode, cisco-hdlc,
ethernet, ethernet-vlan, frame-relay, frame-relay-port-mode, ppp, and interworking. All
sites that are part of the same VPN must use the same encapsulation. All sites must use the interworking
encapsulation type when interconnecting dissimilar Layer 2 technologies to create an IP-only Layer 2.5 VPN.

Site: The site identifier is configured as an argument to the site statement. The site identifier must be unique
among all sites making up a Layer 2 VPN as the site ID is used when PE routers compute the label values for
site-to-site communications. The Junos OS does not support a site ID of O; site identifiers normally are assigned
contiguously starting with site ID 1.

Interfaces: The local sites’ logical interfaces are listed again under the protocols 12vpn hierarchy. The order in
which the interfaces are listed has significance in that the first interface listed normally is associated with site ID 1,
and so on. If wanted, you can use the remote-site-id option to alter the default interface to remote site
association rules.

© 2013 Juniper Networks, Inc. All rights reserved.
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Remote Site Inheritance

" |nherited remote site identifier is one higher than
previous interface

 First interface associated with Site 1 by default

« Defaultinheritanceincreased by 2 when remote site
identifier = local site ID

encapsulation-type ethernet-vlan;

site CE-A |
site-identifier 1;
interface ge-1/0/4.512;
interface ge-1/0/4.513;

Pefault remote
Pefault remote

site identifier =
site identifier

Each interface listed under the 12vpn portion of a Layer 2 VPN VRF is associated with a remote site. Each subsequent interface
inherits by default a site association that is one higher than the previous interface. The default inheritance value is increased by
two when an interface’s default inheritance would cause it to be associated with the PE router’s local site identifier.

The first interface listed is therefore associated with Site 1 on all PE routers except the PE router actually attaching to Site 1, as
this PE router associates by default the first interface listed with Site 2.

In the example on the graphic, it shows a portion of the Layer 2 VPN configuration from Site CE-A. The default site
association rules cause the two interfaces listed to be associated with Sites 2 and 3 respectively. This association is the
result of the first interface having two added to the default inheritance to avoid the interface being associated with the local
site. Without this algorithm, the operation would either need to begin the interface listing with a place holder interface or
use the remote-site-id statement. The default site association algorithm makes these steps unnecessary.

The Configuration

This graphic provides an example of how you can use the remote-site-id option to alter the default site association of an
interface. In the configuration snippet shown, two interfaces are configured under Site CE-A’s local properties. The specification
of a remote-site-id caused the first interface listed to be associated with Site 3, and the second interface with Site 2.

Both Configurations Produce Identical
Connectivity

This graphic provides another configuration

12vpn |
encapsulation-type ethernet-vlan;
site CE-2 |

example without the use of
remote-site-1id. In the example at the
bottom, the ge-1/0/4.512 and ge-1/0/
4 _513 interfaces are listed in numeric order
so that the default site association rules
correctly associate them with Sites 2 and 3.

You can avoid remote site identifier
specification by carefully ordering the list of
interfaces associated with the local site. Only
VPNs with sparse connectivity should require
the manual specification of the remote site
identifier

site-identifier 1;
interface ge-1/0/4.513 {
remote-site-id 3;

i
interface ge-1/0/4.512 |
remote-site-id 2;

1Zvpn |
encapsulation-type ethernet-vlan;
site CE-A |
site-identifier 1;
interface ge-1/0/4.512;
interface ge-1/0/4.513;

(Default RSI = 2)
(Default RSI = 3)
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Interface Configuration Example.

= PE to CE interface configuration:

* Encapsulation is set at the interface level and the unit level
e CCCvlans must be between 512 and 4094

ge-1/0/4 {
vlan-tagging?

encapsulation vlan-cccy|
unit 512 {
|encapsulation vlian-ccc; |
vlan-id 51Z;

1
unit 513 {
|encapsulation wvlan—-cccr |
vlan-id 513;
}

}

This graphic provides an example of a Gigabit Ethernet interface configurations for use with CCC and Layer 2 VPNs.

VLAN tagging is mandatory, and you must specify the use of CCC encapsulation at both the device and logical unit levels. When
you enable CCC encapsulation, VLAN IDs from 512 to 4094 are reserved for CCC encapsulation. You can configure VLAN IDs O
to 511 as normal VLAN-tagged interfaces, if desired.

Site 1 and 2 Are Over-Provisioned

Provider Core _
2 2 SiteB
Sita A Az BER12 (\.\‘Cj& ok
OSPF Area O OSPF Area O o "SEB
unit 512 [

IOO 192168 11.2

SiteB&C
OSPF Area 0

Sita A 1 10.0.10.0/24 |
10.0.11.0/24 1?2 22210 0/24 17222 2120/24

CEA unit 513 PE
oD 1921658111 o0 192168 1.1 00192 168.1.3

SiteC

GEC
oD 192168113

= Sites A and B are over-provisioned

* One VLAN |ID needed for two sites, but two are provisioned
to allow for a future three-node full mesh

* OQver-provisioning required to take advantage of the
draft-kompella auto-provisioning features
This example demonstrates how the over-provisioning of a Layer 2 VPN allows for easy expansion of the VPN when sites are

added later. In this example, two logical interfaces are provisioned at both Sites A and B. Because only one logical interface is
needed for connectivity to the remote site, the extra interface configured at each site represents over-provisioning.
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Adding a Third Site

With the over-provisioning shown, the addition of a third site only requires modifications to the PE router attaching to the new

site. Hence, the R1 PE router requires no modifications in this example.

CE-A’'s Configuration

= CE-A's interface and protocol configuration:

user@CE-2# show interfaces

ge-1/1/4 {
vlan-tagging;
unit 512 |
vlan-id 512;
family inet

{

address 10.0.10.1/24;

}

1
unit 513 {

vlan-1id 513;
family inet

{

address 10.0.11.1/24;

'
1
}
lol |
unit 0 {

}

}

family inet |
address 192.168.11.1/32;

user(@CE-A# show protocoels
ospf |
area 0.0.0.0 {
interface ge-1/1/4.51Z2;
interface ge-1/1/4.513;

This graphic shows the relevant portions of CE-A’s configuration. The CPE device also must be over-provisioned to avoid
modifications when the VPN is expanded.

The CE device has two VLAN-tagged interfaces and IP addresses configured. Because the VLAN ID cannot change across a CCC
connection, Unit 512 of the ge-1/1/4 interface is assigned VLAN ID 512, and this interface must connect to Site B's ge-1/0/
4 _512 interface, which is configured with the same VLAN ID value. Also, the logical IP subnet in CE-A's ge-1/1/4.512
interface must be compatible with the subnet configured on CE-B’s ge-1/0/4 .512 interface.

This example also shows the OSPF routing protocol configured to run on both CE-A’s interfaces. Therefore, CE-A ultimately
should form adjacencies with both CE-B and CE-C.
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R1 Router’s Interface and Layer 2 Configuration

=" R1's VPN interface and Layer 2 configuration (Site A):

[edit interfaces]
userldRl# show ge-1/0/4
vlan-tagging:;
encapsulation vlan-ccc;
unit 512 {
encapsulation vlan-ccc;
vlan-id 512;

}

unit 513 {
encapsulation vlan-ccc;
vlan-id 513;

}

userdRl# show routing-instances
vpn-a |
instance-type livpn:
interface ge-1/0/4.512;
interface ge-1/0/4.513;
route-distinguisher 152.168.1.1:1;
vrf-import import-vpn-a:
virf-export export-vpn-a:
protocols |
12vpn {
encapsulation-type ethernet-vlan;
gite CE-R {
site-identifier 1:
Defaultsite 2 — interface ge-1/0/4.512;

association interface ge-1/0/4.513;
}
1 L Default site 3
¥ association
}

This graphic shows the relevant portions of the R1 PE router’s configuration. The PE-CE VRF interface is configured with
compatible VLAN tagging values and is configured to support vlan-ccc encapsulation.

The R1 router’s routing instance lists both of the VRF interfaces under the vpn-a instance, and again under the protocols
12vpn portion of the configuration. As shown on the graphic, the default site association rules cause the ge-1/0/4.512
interface to be associated with Site 2, while the ge-1/0/4.513 interface is mapped to Site C. Because CE-A uses the VLAN
tag of 512 for the interface that is compatibly configured for connectivity to Site B, these interface-to-site identifier mappings are
correct. Where needed, you can alter the interface order or use remote-site-id to ensure that the local site’s interfaces are

associated correctly with remote sites.
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R3 Interface Configuration

[edit interfaces]
uzer@@R3# show ge-1/0/4
vlan-tagging;
encapsulation vlan-ccc;
unit 512 {
encapsulation vlan-cccy
vlan-id 512;

}

unit 514 {
encapsulation vlan-cccy
vlan-id 514;

¥

= R3’s VPN interface configuration (Site B and Site C):

[edit interfaces]
user@R3# show ge-1/0/5
vlan-taggings:
encapsulation wlan-ccc;
unit 513 {
encapsulation vlan-ccc;
vlan-id 513;

i

unit 514 {
encapsulation vlan-ccc;
vlan-id 514;

i

This graphic shows the configuration of the R3 PE router’s interfaces. The VLAN tagging provisioned on the R3 router is

compatible with the tag values used at Site A.

VLAN ID 514 is allocated for the connection between Sites B and C. Because both sites are attached to the R3 PE router, this
VLAN tag is configured on both its VRF interfaces. These VLAN assignments make it critical that the R3 router’s
ge-1/0/4.514 logical interface is associated with Site B. The next section displays how we accomplish this association.

R3 VPN Configuration

(Site B and Site C):

[edit routing-instances vpnh-a]
userldR3# show

instance-type 12vpn;

interface ge-1/0/4.512;

interface ge-1/0/4.514;

interface ge-1/0/5.513;

interface ge-1/0/5.514;
route-distinguisher 152.168.1.3:1;
vrf-import import-vpn-a;
vrf-export export-vpn-ar

= R3’s VPN interface and Layer 2 configuration

protocols {
1Z2vpn {

i

encapsulation-type ethernet-vlan:

gite CE-B {
site-identifier 2;
interface ge-1/0/4.512;
interface ge-1/0/4.514;
b

i

gite CE-C {
site-identifier 3;
interface ge-1/0/5.513;
interface ge-1/0/5.514;

This graphic shows the Layer 2 VPN configuration on the R3 PE router. The Layer 2 instance lists all of the VRF interfaces. Two
sites are defined under the protocolls 12vpn portion of the configuration.

The default site association rules are in use in this example, which require careful ordering of the logical interfaces listed under
Site CE-C to avoid the need for explicit declaration of a remote site identifier. If ge-1/0/4.514 were to be listed before
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ge-1/0/4.513, the use of remote-site-i1d would be required to achieve the correct association between logical interfaces
and remote sites.

Layer 2 Interworking

| BGP Layer 2 VPN BGP Layer 2 VPN
B ' ' "\ 100110724
i %'1 — AN 2 Site 2
Site 1 ¢ S 2
ge-1/0/4 % % % %ge-l/@/«ﬂr %
CEA PE1 P1 P PE3 RS
o0 182.168.1.1 I 100 192.168.1.3
PE2

oD 192.168.1.2

= | ayer 2 interworking interface uses the Junos OS to
stitch together both BGP Layer 2 VPN's routes

* Include the iw0 statementunder [edit interfaces]
hierarchy

* The logical interfaces must be associated with the endpoints of the
BGP Layer 2 VPNSs.

e Layer 2 interworking 12 iw protocols must be configured

As the need to link different Layer 2 services to one another for expanded service offerings grows, Layer 2 MPLS VPN services
are increasingly in demand. The next few graphics provide configuration for terminating a Layer 2 VPN into another Layer 2 VPN
using the Layer 2 interworking (iwO) interface. Existing Junos OS functionality makes use of a tunnel PIC to loop packets out and
back from the Packet Forwarding Engine (PFE), to link together Layer 2 networks. The Layer 2 interworking software interface
avoids the need for the Tunnel Services PIC and overcomes the limitation of bandwidth constraints imposed by the Tunnel
Services PIC.

The 1wO statement is configured at the [edit interfaces] hierarchy level. This configuration is similar to the configuration
for a logical tunnel interface. The logical Interfaces must be associated with the endpoints of both BGP Layer 2 VPNs.

In addition to configuring the interfaces and associating them with the BGP Layer 2 VPNs, the Layer 2 interworking 12iw
protocol must be configured. Without the 12w configuration, the 121w routes will not be formed, regardless of whether any iw
interfaces are present. Within the 12iw protocols, only trace options can be configured in the standard fashion.
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The 1wO Interface Configuration

=" The iwO0 interface is configured under the
[edit interfaces] hierarchy

" The encapsulation and vlan-id must be the
same as the remote end of the VPN

[edit interfaces]

user@PEZ# show

iwd |
encapsulation vlan-cco;
vlan-id 610;

|peer-unit 1;|
} ”)

encapsulation vlan-cco;
vlan-id 610;
|peer-unit 0;]

}

The graphic illustrates a basic 1wO interface configuration. As indicated on the graphic you need to configure two logical units.
The same encapsulation and vlan-id must be configured on the w0 units as is configured on the PE to CE interfaces. As pointed

out on the graphic, a peer-unit must be specified for each unit. This statement associates two units together so that traffic
can be stitched between the two Layer 2 VPNs.
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BGP Layer 2 VPN Configurations

= The iw0 interface must be configured under both
Layer 2 VPN instances using the separate peer units

[2dit routing-instances] [edit routing-instances]
user@PE-2# show user@PE-2# show
vpn-1 | -
instance-type 1Zvpn; vpn-2 {
interface instance-type 12vpn;
route-distinguisher 192.168.1.2:11; interface
vrf-target target:fA5512:2; route-distinguisher 192.168.1.2:12;
protocols | vri-target target:6551Z2:2;
1Z2vpn | protocols |
encapsulation-type ethernet-vlan; 1Z2vpn |
site 1 { encapsulation-type ethernet-vlan;
site-identifier 2; site 2
|interface 1wl.0 |§ site-identifier 2;
remote-site-id 1; |interface iwD.1 ]!

} remote-site-1id 3;

} }

}

The iwO interface is configured as the CE facing interface for each BGP Layer 2 VPN instance. To configure the Layer 2 VPN
protocol, including the 12vpn statement at the [edit routing-instances routing-instances-name
protocols] hierarchy level. To configure the IwO interface, include the interfaces statement and specify iwO as the interface
name. In the example provided, the w0 .0 interface is configured under the Layer 2 VPN protocols for vpn-1 to receive the
looped packet from the interface Iw0 .1, which is configured for vpn-2.

In addition to the w0 interface configuration, Layer 2 interworking 121w protocols must be configured (not displayed on the
graphic). Without the 121w configuration, the 121w routes are not formed, regardless of whether any iw interfaces are present.

Take a Layered Approach

» Coreversus PE/CE problems

« Core problems often indicated by inability to establish BGP
sessions or PE-PE LSPs

* Physical Layer, Data Link Layer, |IGP, BGP, MPLS, VPN
configuration and import/export policies

Any number of configuration and operational problems can result in a dysfunctional VPN. With this much complexity, we
encourage you to take a layered approach to the provisioning and troubleshooting of Layer 2 VPN services.

Is the problem core or PE-CE related? and Are my pings failing because an interface is down, or because a constrained path
LSP cannot be established? are the types of questions that await all who venture here. Fortunately, Layer 2 VPNs have several
natural boundaries that allow for expedient problem isolation. As an example, consider a call reporting that three different VPNs
on two different PE routers are down. Here, you look for core-related issues (the P routers are common to all VPNs) rather than
looking for PE-CE-related problems at the sites reporting problems.
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PE-CE Ping Testing No Longer Possible

* Can be difficult to determine operational status of PE-CE link
« Ethernetdoes not support Data Link Layer keepalives
« PPP and HDLC keepalives operate end to end
* Frame Relay LMl and ATM OAM can be used to verify PE-CE link
integrity
* Watch for mismatched DLCls/VCls/VLAN IDs on PE-CE link
* VLAN IDs must be the same end to end

Layer 2 VPN troubleshooting differs from Layer 3 VPN troubleshooting in many ways. A significant difference is that the PE router
and CE devices do not share IP connectivity, which makes the testing of the local PE-CE VRF link difficult. In some cases you can
determine the operational status of the PE-CE link by verifying the correct operation of the data link layer’s keepalive function. In
the case of PPP or Cisco’s HDLC, the keepalive’s operation is end to end between CE routers, however.

Mismatches between the connection identifiers configured on the PE-CE link are common sources of problems. VLAN ID must
be the same end to end. Sometimes you can provision an out-of-band management interface that permits ping testing and
Telnet access to the local CE device. This interface should be another logical unit on the interface also providing Layer 2 VPN
connectivity.

Core IGP

A functional core IGP is critical to the operation of LSP signaling protocols and the PE-PE MP-BGP sessions. You always should
check the IGP when LSP or BGP session problems are evident. Generally, you verify IGP operation by enforcing such tasks as
looking at routing tables and neighbor states (adjacencies) and conducting ping and traceroute testing.

PE-PE IBGP Sessions

Each PE router must have an MP-BGP session established to all other PE routers connecting to sites that form a single VPN. If
route reflectors are in use, all PE routers must have sessions established to all route reflectors serving the VPNs for which they
have attached members. You must enable the 12-vpn family on these sessions.

LSPs

Each pair of PE routers sharing VPN membership must have LSPs established in both directions before traffic can be forwarded
over the VPN. Lack of LSPs results in the Layer 2 VPN NLRIs being hidden. When route reflection is in use, LSPs should be
established from the route reflector to each PE router that is a client to ensure that hidden routes do not cause failure of the
reflection process.

Hidden Routes?

Although sometimes the results of normal BGP route filtering, hidden routes in the context of VPNs generally indicate a problem
in the prefix-to-LSP resolution process. VPN routes must resolve to an LSP in either the inet. 3 or inet.0 routing table, which
egresses at the advertising PE router.

While the Junos OS normally keeps all loop-free BGP routes that are received (although kept, they might be hidden), this is not
the case with Layer 2 VPN NLRI updates. A PE router receiving VPN updates with no matching route targets acts as if the update
never happened. A change in VRF policy triggers BGP route refresh, and the routes appear. When stumped, you can enable the
keep all option to force the PE router to retain all BGP NLRI updates received. Once you perform fault isolation, you should
turn off this option to prevent excessive resource use on the PE router.
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interface encapsulation not CCC/TCC/VELS
interface and instance encaps not same
interface hardware not present

only ocuthound connection is up

only inbound connection 1s up
operational

down

call admission control failure

local and remote site ID collision
local site ID not minimum designated
remote site ID not minimum designated
no incoming label

Mesh-Group ID not availble

Standby connection

Profile busy

Static Meighbor

If there is a problem the code will be displayed here.
Ihis code can provide you with a clug where to begin.

Time last up # Up trans
Sep 29 17:04:Z8 2010 2

Eemote PE: 192.168.1.3, Negotiated control-word: ¥Yes (Null)

user@Rl> show l2vpn connections
Layer-2 VPN conhections:
Legend for connection status {(3t)
EI -- encapsulation inwvalid NC
EM -- encapsulation mismatch WE
VC-Dn -- Virtual circuit down NE
CM -- control-word mismatch -
CM -- circult not provisioned <-
OR -- out of range Up
oL -- no outgoing label Dn
LD -- local =site signaled down CF
ED -- remote site signaled down 3C
LN -- local site not designated LM
EM -- remote site not designated EM
¥¥ -- unknown connection status IL
MM -- MTU mismatch MI
BE -- Backup connection 8T
PF -- FProfile parse failure FB
E8 -- remote site standby anN
Legend for interface status
Up -- operational
Dn -- down
Instance: vpn-a
Local site: CE-A (1)
connection-site Type
2 rmt
Incoming labkel: BOODO001, ©Qutgoing label: 800004
Local interface: ge-1/0/4.512,

Status: Up, Encapsulation: VLAN

This graphic provides a sample of the output generated with the show 12vpn connections command.

The top of the display provides a legend for the connection and circuit status portion of each Layer 2 VPN connection. This
legend can be very useful when troubleshooting a problem with the VPN not establishing. By identifying the fault you can narrow
down where to start you investigation. You can also see the incoming and outgoing labels computed for communications with

remote sites.

Viewing Layer 2 VPN VRFs

* VRF tables contain:

= The Junos OS allows you to view a VRF table by using
the show route table wvpn-name command

* Local entries for attached sites

« Layer 2 VPN label blocks for updates received from remote PE
routers with matching route targets

You can view the contents of a specific VRF using the show route table vpn-name operational command. This table
shows configuration associated with the local site as well as Layer 2 VPN NLRIs learned from remote PE routers that have

matching route targets.

© 2013 Juniper Networks, Inc. All rights reserved.

BGP Layer 2 VPNs ¢ Chapter 13-37



JNCIS-SP Study Guide—Part 3
The bgp . 12vpn .0 Table

" The bgp.l2vpn.0 table contains all NLRIs learned
from remote PE routers with matching route targets

* NLRI updates that do not match one local VRF are discarded

» keep all option is useful fortroubleshooting route target
related problems (use only for troubleshooting)

The bgp - 12vpn. 0 table houses all Layer 2 VPN NLRIs learned from remote PE routers having at least one matching route
target. This table functions as a RIB-in for VPN routes matching at least one local route target. When troubleshooting route
target-related problems, you should enable the keep all option under the BGP configuration stanza. This option places all
received Layer 2 VPN NLRIs into the bgp - 12vpn .0 table, whether or not matching route targets are present. You should not
leave this option enabled in a production PE router due to the increased memory and processing requirements that can result.
In normal operation, a PE router should only house Layer 2 VPN NLRIs that relate to its directly connected sites.

A Shortcut

" The show route protocol bgp command
displays all BGP routes in all RIBs

e Qutput can be filtered by piping output to match or find

By issuing a show route protocol bgp command, you can view all BGP routes, irrespective of the routing tables in which
they are stored. This approach is helpful when you cannot recall the exact name of a particular VPN’s routing instance. You can
use the match or Find arguments to this command to help filter the commands output.

Examining the PE mpls.O Forwarding Table

mpls .0: 5 destinations, 5 routes (5 actiwve, 0 holddown, 0 hidden)
+ = Active Route, - = Last Active, * = Both
a *[MPLS/0] lwld 00:16:01, metric 1
Receive
1 *[MPLS/0] lwld 00:1A:01, metric 1
Receive
2 *[MPLS/0] lwld 00:1A:01, metric 1
Receive
goooonl *[L2VPN/T] 04:10:30
> via ge-1/0/4.512, Pop of fset: 4
[ge-1/0/4.512 *[LZVEN/T] 04:10:30, metricZ 2
\ > to 172.22.210.2 via ge-1/0/0.210, label-switched-path|[lsp_1 ]
/
PELayer 2 VPN interface L>5F used to reach remote PE
Incoming inside lakel from remote PE

The PE mpls.O forwarding table shows incoming Layer 2 VPN interface to LSP mapping and incoming inside label value from
remote PE.
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Is the PE-CE Interface Up?

" [s the Physical Layer up?
* Physical Layer alarms
* Frame Relay LMI/ATM ILMI and OAM cells

e Lack of IP connectivity between PE-CE makes conventional
troubleshooting problematic

The lack of inherent IP connectivity between the PE and CE routers can make PE-CE VRF interface troubleshooting problematic.
Without the ability to conduct ping testing, you must rely on the absence or presence of physical layer and data-link layer alarms
and status indications. For example, a loss of light (LoL) indication of a SONET link is a sure indication that physical layer
problems are present on the PE-CE link. You can monitor ATM and Frame Relay links for proper PVC management protocol
operation. In the case of ATM, you can issue ping atm to validate VC level connectivity to the attached CE device.

Compatible Circuit IDs

= Are compatible circuit IDs provisioned?

When the physical layer and data link layer operation of the PE-CE links appears normal, you should confirm that compatible
connection identifiers are configured on the local PE-CE link. With VLAN tagging, you must ensure that the same VLAN ID values
are configured on the remote PE-CE interface as well.

Out-of-Band Management

" Pings and CE access (Telnet) require OoB access

* Separate interface or logical unit with compatible IP
addressing

We recommend that the service provider provision a non-Layer 2 VPN connection between the PE and CE routers to simplify
troubleshooting. This connection is normally just another logical unit on the existing PE-CE interface. However, it has the family
inet and compatible IP addressing configured. You can use the resulting logical IP subnet to verify PE-CE VRF interface
operation and to enable Ping, Telnet, FTP, and other such services between the PE and CE routers.
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Tracing Options for Layer 2 VPNs

= Tracing options for Layer 2 VPNs:

[edit routing-instances wpn-a protocols 12vpn]

user@R1l# set traceoptions flag *?

Possible completions: .
all Trace everything
connections Trace Layer 2 VPN and VPLS connections
error Trace errors
general Trace general events
nlri Trace Layer 2 VEN and VPLS remote site advertisements
normal Trace normal events
cam Trace OAM messages
policy Trace policy processing
route Trace routing information
state Trace state transitions
task Trace routing protocol task processing
timer Trace routing protocol timer processing
topology Trace Layer 2 VPN and VPL3 topology changes

You can trace a variety of Layer 2 VPN signaling and state transitions by configuring traceoptions under the 12vpn portion
of a Layer 2 VPN routing instance. The graphic lists the options currently available for Layer 2 VPN tracing.

Sample Tracing Configuration

= Sample traceoptions configuration:

protocols |
1Z2vpn |
traceoptions |

file file-name;
flag error detail; .
flag connections detail;
flag route detail;
flag topology detail;

}

The graphic provides a sample Layer 2 VPN tracing configuration set to write output to the named file with additional detail for
each of the flags specified.

Layer 2 VPN tracing can provide invaluable assistance when troubleshooting Layer 2 VPN operational problems.

Review Questions

1.

What are the roles for a CE device, PE router, and P
router in a BGP Layer 2 VPN?

What is over-provisioning?

Explain how default site association works on a PE
router configured with a site |ID of one.

Answers to Review Questions

1.

The CE device handles all the customet’s routing to the remote sites. The CE device serves as the gateway to other customer sites within

their network. The PE router maintains and exchanges VPN-related information with other PE routers. The PE router also delivers Layer

2 circuits to the customer and maps these circuits to the LSPs used to connect to the remote site. The P routers forward VPN traffic
transparently over established LSPs.
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2.

Over-provisioning is when you configure more logical connection to a site than are needed for current site connections. This allows you to
easily and quickly add additional sites to the network.

3.

On a PE router with a site ID of one, the first interface configured will be associated with the remote site ID of two. The next interface
configured will be associated with three. Each additional interface configured will add one on to the previous site association.
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Chapter 14: Layer 2 VPN Scaling and CoS

This Chapter Discusses:
. BGP Layer 2 VPN scaling mechanisms and route reflection; and

. Junos operating system BGP Layer 2 VPN class-of-service (CoS) support.

Observe Vendor-Specific PE Router Limits

Determining how many virtual private networks (VPNs) a given provider edge (PE) router can support is a somewhat intractable
question. There are many variables that come into play when factoring the VPN load on a PE router. Current Juniper Networks
Layer 2 VPN scaling limits for Junos OS routers are provided on a subsequent page.

Additional PE router scaling factors include memory, processing power, limits on total numbers of labels, and limits on logical
interface counts.

Route Reflection

= Create separate BGP route reflectors for VPN routes
* RRs must support 12vpn family

* Routes keptin bgp.1l2vpn.0O

A key aspect of the BGP Layer 2 VPN is that no single PE router has to carry all Layer 2 VPN state for the provider’'s network.
This concept can be extended to route reflection by deploying multiple route reflectors responsible for different pieces of the
total VPN customer base. Route reflection has the added advantage of minimizing the number of MP-BGP peering sessions in
the provider’s network, which amounts to a true win-win situation.

BGP Route Refresh

= Use BGP refresh message
* RFC 2918

The use of BGP route refresh allows for nondisruptive adds, moves, and changes, which, in turn, reduces routing churn by not
forcing the termination of PE-PE MP-BGP sessions when changes are made to the VPN topology or membership.
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Outbound Route Filters

= Use BGP route target filtering
* RFC 4684

Route target filtering can improve efficiency, because it allows a route reflector to reflect only those routes a particular client PE
router cares about.

Number of VRFs

= Maximum number of Layer 2 VPN instances
* Up to 9 k (VLAN based) depending on RE
« Successfullytested, not an architectural limit

* Increased VRFs equals longer convergence times

Currently, Juniper Networks has tested Layer 2 VPN scaling with as many as 9000 instances on a single PE router. While Layer 2
VPN scalability will likely continue to improve as Junos OS evolves, the ultimate limiting factor will be the remote site identifier.
The current release uses a maximum of 65,534.

We suggest that you limit the number of Layer 2 VPN sites on a given PE router to 9,000 or less. This value is not an
architectural limit, but it does represent the current extent of scalability testing conducted by Juniper Networks. Note that large
numbers of VRFs can result in increased convergence time. Increased converge times can impact service-level agreements
(SLAs), so each operator must make a compromise between the increased functionality of more Layer 2 VPN sites on each PE
router versus the corresponding increase in convergence times.

Number of VRF Interfaces

= Maximum number of Layer 2 VPN pseudowires
e Up to 64 k depending on the hardware installed

Junos OS support has been confirmed to support up to 64k Layer 2 VPN pseudowires depending on the hardware used. For
example, a T Series Core Router will be able to support more pseudowires than an MX80 3D Universal Edge Router. Check with
your Juniper Networks account team to determine the scaling limits of your system.

Similar to Layer 3 VPNs

Although Layer 2 VPNs are still emerging, we assume that CoS mechanisms for Layer 2 VPNs will be similar to those offered for
Layer 3 VPNs.

Existing Service Models

Itis likely that the existing service models used to define Layer 2 service level agreements will be extended to Layer 2 VPNs. The
following list provides examples of existing service models:

. Rate-based controls guarantee minimum transfer rates while seeking to protect the network from noncompliant
sources.

. Loss-based parameters define the probability of data loss when the source is compliant with the negotiated traffic
parameters.
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. CoS-based models provide differentiated services based on the settings of Layer 2 indicators, such as Frame
Relay’s discard eligibility bit or the 802.1P Ethernet prioritization mechanisms.

Control Word

e The Junos OS uses a null control word in most cases
« FECN. BECN, and DE translation for Frame Relay can be enabled

« ATM sequence number information carried in control word by
default (CLP and EFCl are carried in AAL5 mode is used)

« Controlword can be disabled for backwards compatibility with
previous Junos OS releases

Generally set to all zeros (null control word) by default in Junos OS, the control word supports the end-to-end conveyance of
Layer 2 indicators such as discard eligibility, cell loss priority, and 802.1P priority settings. These capabilities can allow service
providers to offer end-to-end significance for these indicators, which, in turn, enables the ability to offer end-to-end service level
agreements for Layer 2 VPN services. Currently Junos OS will automatically use the control word to convey ATM Asynchronous
Transfer Mode (ATM) sequence number, CLP, and EFCI when used for ATM pseudowires. Also, forward explicit congestion
notification (FECN), backward explicit congestion notification (BECN), and discard eligibility (DE) translation can be enabled in
the control word in the case of Frame Relay. You can also disable inclusion of the control word as needed for backwards
compatibility with previous Junos OS releases that did not support it.

Interface Rate Limiting

* SONET, DS3 (to or from the CE device)
* ATM traffic shaping (towards the CE device)

Providers can use interface-based rate limiting to control the amount of traffic sent or received over interfaces used for PE-CE
Layer 2 VPN connectivity.
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Traffic Engineering

* CCCconnections can be mapped into RSVP LSPs that offer
various service levels

« BGP Layer 2 VPN connections can be mapped to a given LSP using
communities and routing policy

e OQuter label (RSVP) can be set statically with
class-of-service knob

* VRF label can be set with firewall filter
« Enhanced FPC allows RSVP label to be set based on VRF label
eUse classifiers expontransitand egress PE routers
« Accommodates EXP-based WRR and RED functions for labeled packets

Various MPLS traffic engineering and CoS functions can be brought to bear in an effort to provide differentiated Layer 2 VPN
services. The following list describes several of these functions:

Circuit cross-connect (CCC) connections: You can map these connections manually to RSVP-signaled

label-switched paths (LSPs) having particular routing and resource reservations. BGP Layer 2 VPNs normally use a

shared LSP. You can map Layer 2 VPN connections to specific LSPs using policy-based and community-based
matching.

RSVP EXP bits: You can set these bits statically, or, with the Enhanced Flexible PIC Concentrator (FPC) hardware,
you can set them dynamically, based on the EXP bits in the VPN routing and forwarding table (VRF) label.

The VRF label: You can set this label’s EXP bits based on interface-to-queue mapping configurations on the ingress
router. The EXP setting in the VRF label can be copied into the RSVP label when Enhanced FPC hardware is present.

This setting allows differential treatment of different VPN sites.

The classifiers exp option: This option allows transit label-switching routers (LSRs) to act on the EXP bit
settings to provide differential weighted round-robin (WRR)-related and random early detection (RED)-related
actions on transit MPLS traffic. Failing to specify an EXP classifier results in all MPLS packets being placed into
queue O by default. With Enhanced FPCs, you can alter the default EXP-to-queue mapping when wanted, but a
classifier is still needed to alter the default behavior of placing all MPLS packets into queue O.

Firewall Filtering Functions Available at Ingress

= Filtering functions currently available for CCC or

Layer 2 VPNs

» Firewall filter-based counting
* Rate [imiting
« Interface or logical unit level policers
* Multi-field classification
« Basedon destination MAC and VLAN priority

Firewall-based counting, LSP rate limiting, and multi-field classification are available at the PE router for CCC and Layer 2 VPN
connections. You can place all traffic associated with an interface device into a specific outgoing queue using a firewall filter.
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This capability also can be extended to individual logical units on a VPN interface. The latter can provide differentiated services
on individual Layer 2 connections, while the former can be used for differentiated services among VPN sites.

Layer 2 Connection Policing

= No support for CIR/GCRA to police Layer 2
connections

* Interface-and LSP-based rate limiting are available

« Logical unit level interface policers offer granularity that LSP-based
policing does not

You can perform rate limiting at the interface, logical unit, and LSP levels to help enforce your VPN SLAs. Frame Relay’s
committed information rate (CIR) and ATM’s Generic Cell Rate Algorithm (GCRA) are not directly supported, but you can achieve
similar functionality by policing traffic at the Layer 2 VPN connection level. Police at the LSP level to limit the aggregate flow of
Layer 2 VPN connections when wanted.

VRF Interface and LSP Mapped to Queue 2

Configuration

[edit]
userl@Rl# show protocols mpls
: Ethernet II
labe%;sy;%c?gg—git?.PEZ { Destination: 00:d0:b7:3f:ad:d5
: =t (00:d0:b7:3f:ad:d5)
[class-of-service 4; . c 00 EG 598
S cETT Source: 00:50:6%:6d:58:01

(00:90:62:6d:98:01)
Type: MPLS label switched packet

[edit]
lablEmxBE-1#%# show firewall

(0=x8847)
family ccc | MultiProtocol Label Switching Header
filter mf-classifier {

MPLS Label: Unknown (100003)
e R . e e Y
then forwarding-class assured-forwarding; MPLS TTL: 255

} MultiProtocol Label Switching Header
Tedit] MPLS Label: Unknown (32768)
lab@mxB-1# show interfaces ge-1/0/4 %gig E§E§g$m3§tiébgitgéag{_ N
unit 515 { MPLS TTL: 255

encapsulation vlan-ccc:
vlan-id 515;
family ccc {
filter {
fnput mr-classiTier;|
i

This graphic provides a sample configuration showing how an RSVP session can have a static CoS setting. It also shows how a
logical unit on a Layer 2 VPN interface can be mapped to a specific outgoing queue number. A protocol capture on the right of
the graphic shows the results of the configuration.

This configuration places traffic received over the ge-1/0/4.515 interface into the assured-forwarding class (queue 2) at the
ingress router. The static RSVP CoS setting causes transit LSRs to queue the traffic in queue 2 also.

Note that CoS settings for RSVP LSPs allow the full range of values from O to 7. In this case, the two most significant EXP bits are
used to convey the queue number, while the least significant bit functions as a packet loss priority (PLP) indicator. The
configured CoS value of 4 breaks down to a binary pattern of 1 O O, which codes to forwarding class assured-forwarding or
queue number 2, with PLP = O. Therefore, the static CoS setting of 4 identifies queue 2, as does the selection of
assured-forwarding under the CoS configuration.
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Layer 2 VPN Traffic Mapped to LSP with Lowest Metric

* When equal-cost LSPs exist, LSP selection is random

* LSP metric can be set manually; by default, LSP
metric = the best IGP metric

When multiple LSPs exist between PE routers, the Layer 2 VPN traffic is mapped to the LSP with the lowest metric. The metric
associated with an LSP is the lowest interior gateway protocol (IGP) metric from ingress to egress router by default (not the
metric along the path of the LSP), but Junos OS supports manual metric setting of an LSP. When multiple, equal-cost LSPs exist,
the VPN traffic is mapped to one of the LSPs using a random selection algorithm.

LSP Selection

* Use policy and community matches to select LSP at LSP
ingress

When needed, you can map BGP Layer 2 VPN traffic to one of several equal-cost RSVP-signaled LSPs. In most cases, you
perform the mapping of Layer 2 VPN traffic to a given LSP based on community tags and a corresponding forwarding table
export policy on the LSP ingress node that serves to select a given LSP next hop based on community matches.

Review Questions

1. Define two mechanisms that improve Layer 2 VPN
scaling.

2. List two ways of providing CoS with Layer 2 VPNs
using the Junos 0S.

Answers to Review Questions
1.

The use of route reflectors and route target filtering are recommended methods of improving Layer 2 VPN scaling;
2.

The EXP bits of the VRF label can be set by using an input firewall filter. The EXP bits of the outer RSVP-signalled label can be set with
the class-of-service setting on the LSP definition.
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Chapter 15: LDP Layer 2 Circuits

This Chapter Discusses:
. The flow of control and data traffic for a LDP Layer 2 circuit;

. Configuring a LDP Layer 2 circuit;

. Monitoring and troubleshooting a LDP Layer 2 circuit; and
. Configuring circuit cross-connect (CCC) MPLS interface tunneling.
RFC 4447 Support

The Junos operating system offers support for Layer 2 circuits based on the signaling techniques defined in RFC 4447. Only
remote provider edge (PE)-to-PE connections are supported; you cannot use the LDP Layer 2 circuits to establish connections
between customer edge (CE) devices that attach to the same PE router.

LDP Signaling

RFC 4447 specifies the use of LDP for exchanging virtual circuit (VC) labels between PE routers. As a result, PE routers no
longer require BGP signaling between them. LDP Layer 2 circuits based on RFC 4447 do not use site identifiers, route
distinguishers, or VPN routing and forwarding (VRF) policy.

RFC 4447 makes use of LDP extended neighbor relationships (as is used for LDP-over-RSVP tunnels) such that the PE routers
establish extended LDP sessions as needed, despite their not being directly connected neighbors. If wanted, the LDP session
between PE routers can be tunneled over a traffic engineered RSVP path.

CCC or TCC Encapsulation

Configuring a LDP Layer 2 circuit is very similar to configuring CCC or translational cross-connect (TCC) connections. When CCC
encapsulation is used, the Layer 2 technology must be the same at both ends of the connection. RFC 4447 connections are
referred to as 12circuits in the Junos OS.

Defines a VC Label

In the LDP Layer 2 circuit approach, a VC label is assigned to each interface connection. This label functions similar to the BGP
Layer 2 NLRI label in a BGP Layer 2 VPN solution.

PE Routers Advertise Labels

In operation, a PE router advertises a label for each LDP Layer 2 circuit configured. To LDP, this is just another forwarding
equivalence class (FEC). These labels are advertised to targeted peers using extended LDP sessions.
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Input and Output Labels

ANC label (FEC) is sent for every Layer 2 circuit

CE-A CE-C
Site 1 Site 3
WEM-A YEMN-B

PEi%:. )= PE-Z

CE-B Pl I 5 CE-D
Site 2 % Site 4
YEMN-B LDP Session WET-A

(Extended)

FE-1's Advertised Label .
PE-Z’s Inner Label 4.

As shown on the diagram, the remote PE router (PE-2) uses the input label value advertised by PE-1 as its output label when
forwarding traffic associated with this FEC to PE-1. Although not shown here, you can assume that PE-2 has also advertised an
input label to PE-1, and that PE-1 pushes this label when sending traffic (for this connection) to PE-2.

Virtual Circuit FEC Element

= A virtual circuit FEC element is advertised along with

VCTLV C VC Type VC Info Length
Group ID
VCID
Interface Parameters

every VC label

* Used in LDP label mapping and label withdraw messages
» C bit: Specifies whether control word is present
« VCtype: Specifies encapsulation type

« GroupID: Used to help withdraw multiple labels when a physical
port fails—currently set to O by the Junos 0OS

« VCID: Administrator assigned circuit ID
* Interface parameters: Specifies the interface specifics. like MTU

Using the LDP extended neighbor relationship, PE routers can exchange the virtual circuit labels associated with the VPN’s
interfaces. Along with each label, an associated VC FEC element is also advertised. This FEC element is used to describe the
parameters of a PE router to the remote LDP neighbor.

The fields in this FEC element are described as follows:

C bit: Specifies whether the Martini control word is present. This bit is set by default (control word present) in the
Junos OS.

VC type: Layer 2 encapsulation on VPN interface.
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Group ID (optional): Used to group a set of labels together that relate to a particular port or tunnel. Makes
withdrawal of labels easier when there is a failure of a port and there are many VPN labels associated with that
same port.

VC ID: An administrator-configurable value that represents the Layer 2 circuit.

Interface parameters: Used to validate interoperability between ingress and egress ports. Possible parameter can
be maximum transmission unit (MTU), maximum number of concatenated Asynchronous Transfer Mode (ATM)
cells, interface description string, and other circuit emulation parameters.

Provisioning the Core

f

CEA LDF Extended Session CEC
Sitel Sie3
WP M-A, YEN-B
52 ﬁ%: e PE2
CE-E CE-D
P1 Pz
Site 2 Site 4
YPN-B LDP or RSYP LsPs YPN-A
(Bidirectional)

As with a Layer 3 VPN, the provider’'s core must be provisioned to support a Layer 2 VPN service. To support a LDP Layer 2
circuit, the following requirements must be met:

LDP: The PE and provider (P) routers must be configured to run LDP on their core and core-facing interfaces if the
provider chooses to use LDP-signaled label-switched path (LSPs) for forwarding. Otherwise, RSVP-signaled LSPs
must be established between PE routers. PE routers must also enable LDP on their loopback interfaces to support
extended LDP sessions with remote PE routers.

Interior gateway protocol (IGP): The PE and P routers must have a functional IGP, and they must share a single
routing domain.

MPLS: The P and PE routers must have the MPLS family configured on their core and core-facing interfaces, and
they must have MPLS processing enabled by listing each such interface under the protocol mpls configuration
hierarchy. The PE-CE interface should not be configured with the MPLS family due to its use of CCC encapsulation,
which prohibits the declaration of protocol families on affected logical units.

Provisioning the CE Device

CE-D's Routing Table

YWLAMS CE-D

B3 =

1078 | VLAN 63 75 ‘_'l$l | ’ C

20/8 | VLAN 75 gl ore
30/8 | VLAN 82

The first step in building a Layer 2 VPN is the configuration of the CE device. This configuration normally involves the assignment
of a range of Layer 2 circuit identifiers to logical interfaces on the CE device (one for each remote connection) and the
specification of the correct encapsulation settings for the Layer 2 protocol being configured. Other aspects of CE device
configuration are:

Circuit IDs: The Junos OS requires that virtual LAN (VLAN) IDs be the same at both ends of a Layer 2 connection.
Frame Relay and ATM VC identifiers can be different at the remote sites. You can have different VLAN IDs if you are
using TCC encapsulation.

Layer 2 parameters: The CE device might also require the configuration of Layer 2 protocol keepalive functions,
MTUs, and payload encapsulation options, such as Institute of Electrical and Electronics Engineers (IEEE) 802.3
versus Ethernet V2 encapsulation, all of which operate end to end in a Layer 2 VPN. You should ensure that the
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MTU supported by the CE devices will not cause problems with fragmentation in the PE or core routers, as
incompatible MTUs result in silent discards.

. Layer 3 configuration: The CE device’s upper layers must be compatible with the remote CE device, as these
parameters are configured with end-to-end significance when deploying a Layer 2 VPN.

Provisioning the PE Router

= A LDP Layer 2 circuit is configured for each Layer 2
connection

e Similar to CCC, but with label stacking

* Remote neighbor

* Interface being connected

« Virtual circuit ID must be the same at both ends of the connection
* Encapsulation is not configured underthe 12circuit

After configuring the local CE device properties, you should provision the site’s PE router. The list of what must be configured for
the 12circuit portion of the PE configuration includes:

. Specification of the remote PE router using the neighbor statement;
. The interface (including the logical unit) being connected; and
. A VC identifier using the virtual-circuit-id statement.

Configuring the Interfaces

Once the site’s PE router is provisioned, you should configure its Layer 2 VPN interfaces. This operation is identical to that of
CCC or TCC, in that the interface and logical unit must be set to the appropriate form of CCC or TCC encapsulation. The PE
router’s interfaces must be configured so that they are compatible with the encapsulation and interface type being used by the
attached CE device.

The inability to test the local PE-CE link with utilities such as ping, or by observing routing protocol operation, tends to make
Layer 2 VPN PE-CE interface troubleshooting difficult.
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Example LDP Layer 2 Circuit: Topology

= Network characteristics:
* |GP is single-area OSPF

* L DPis configured on P and PE routers
« PE routers mustrun LDP on loopback interface

* CE devices running OSPF Area O

* Full-mesh Layer 2 VPN between CE-A and CE-B
« Ethernetencapsulation

. Provider Core .
Site 1 OSPF Area O Site 2
OSPF Area O OSPF Area O
7 Rl 7
Sita 1 1 1 2 2 1 £ Site 2
10.010.0/24 172222100/24 17222 212.0/24 10.0.10.0/24
CE-A FE P FE CE-B
oD 192.165811.1 LD 192.16581.1 o0 192.168.1.3 [0l 1921658 11.2

The diagram serves as the basis for the various configuration mode and operational mode examples that follow.
The IGP is OSPF, and a single area (Area 0) is configured.

LDP is deployed as the MPLS signaling protocol and is configured to run on the core-facing and loopback interfaces of the PE
routers.

BGP is not configured in this example, as it is not required for a LDP Layer 2 circuit.

In this example, the CE routers run OSPF with a common IP subnet shared by CE-1 and CE-2. The PE routers have no IP
addressing on the PE-CE interfaces.

The goal of this network is to provide point-to-point connectivity between the Ethernet-based CE devices shown.

R1’s Layer 2 Circuits Configuration

[edit protocols 1Zcircuit]
user@Rl# show
neighbor 1%2.168.1.3 {
interface ge-1/0/4.512 {
virtual-circuit-id 4:
I
I

You create LDP Layer 2 circuits at the [edit protocols l2circuit] portion of the hierarchy. The neighbor statement
specifies an IP address that is the LSP endpoint of the tunnel that should transport the Layer 2 connection to the remote PE
router. In this example, it is configured to specify the R3 PE router’s loopback address.

The PE-CE interface is also listed, along with its virtual circuit identifier value of 4. The VC ID must be unique within the context
of a particular neighbor, as the combination of the neighbor-IP-address and VC-ID is the key for identifying a particular VC on a
specific PE router. If this PE router had other connections to the R3 PE router, they would be listed under the existing neighbor
statement. Connections to different PE routers require the declaration of a new neighbor address.
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R1’s LDP Configuration

[edit protocols 1dp]
userdR1l# show

interface ge-1/0/0.210;
interface lo0.0;

The graphic also shows the LDP-related configuration of the R1 PE router. You must configure LDP to run on the router’s 100
interface when extended LDP neighbor relationships are required. Note that the MPLS configuration is not displayed.

R1’s PE-CE Interface Configuration

[edit interfaces ge-1/0/4]
user@R1l# show
vlan-tagging:
encapsulation vlan-ccc;
unit 512 {
encapsulation vlan-ccc;
vlan-id 51Z;

}

The graphic shows the Layer 2 VPN interface-related configuration on the R1 PE router. It is identical to the configuration
required for a CCC-based or BGP Layer 2 VPN application.

CE-A’s CE-PE Interface Configuration

[edit interfaces ge-1/1/4]
user@CE-A# show
vlan-tagging;
unit 512 {
vlan-id 51z2;
family inet {
address 10.0.10.1/24;
I
¥

For completeness, the graphic shows the interface configuration of the CE-1 router. As with the PE router, this same
configuration could be used for either a CCC-based or BGP-based Layer 2 VPN. Note that the CE device’s interface has a
protocol family configured, and that these parameters must be compatible with the interface settings on the remote CE device.
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Layer 2 Internetworking

BGP Layer 2. WP LDF Layer 2 circuit
100110424 : = 10.011.0/24
5 o 2 Site 2
Sitel —_— — ME— N — N
% ge-1/0/4 % % % %EG-MDH %
CE-A PE1 P1 P2 PES CE-B
o0 192 168 1.1 I [0 192.1658.1.3

PEZ
o0 192.166.1.2

= | ayer 2 interworking interface uses the Junos OS to
stitch together both Layer 2 VPN routes

* I[nclude the iw0 statementunder [edit interfaces]
hierarchy

» The logical Interfaces must be associated with the endpoints of a
Layer 2 circuitand Layer 2 VPN connections

o Layer 2 interworking 12 iw protocols must be configured

With the Junos OS it is possible to connect a Layer 2 VPN with a Layer 2 circuit by using an interworking interface. Instead of
using a physical Tunnel PIC for looping the packet received from the Layer 2 circuit, the Layer 2 interworking interface uses
Junos OS to stitch together both Layer 2 connections. The 1w0 statement is configured at the [edit interfaces] hierarchy
level. This specifies the peering between two logical interfaces. This configuration is similar to the configuration for a logical
tunnel interface. The logical Interfaces must be associated with the endpoints of a Layer 2 circuit and Layer 2 VPN connections.

In addition to configuring the interfaces and associating them with the Layer 2 protocols, the Layer 2 interworking 121w protocol
must be configured. Without the 121w configuration, the 121w routes will not be formed, regardless of whether any iw
interfaces are present. Within the 12iw protocols, only trace options can be configured in the standard fashion.

This process can also be used to stitch together two Layer 2 circuits as well as stitch together two Layer 2 VPNs, as mentioned in
an earlier chapter.
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The 1wO Interface Configuration

" The iwO0 interface is configured under the
[edit interfaces] hierarchy

" The encapsulation and vlan-id must be the
same as the remote end of the VPN and circuit

[edit interfaces]

user@FEZ# show

1wl |
encapsulation vlan-ccc;
mtu 1514;
vlan-id 610;

[peer-unit 1;|
) —

encapsulation vlan-ccc;
mtu 1514;
vlan-1id 610;
|peer-unit 0;]

MTU is configured to be the same as the
remote PE to CE interface

}

The graphic demonstrates a basic 1wO interface configuration. As indicated in the graphic you must configure two logical units.
The same encapsulation and vlan-id must be configured on the 1wO units as is configured on the PE to CE interfaces. Another
requirement is that the MTU value for the interface be configured to be the same as the PE to CE interface. In our example,
1514 is used to match the ethernet MTU on the remote end. The MTU has to be specified because the Layer 2 circuit will not
establish if the MTU does not match on both sides of the circuit. Traceoptions can be configured for the Layer 2 circuit to assist
in determining the correct MTU value. The default MTU for the 1wO interface is 65522 and must be set the same for both peer
units configured. As displayed on the graphic, a peer-unit must be specified for each unit. This statement associates two
units together so that traffic can be stitched between the two Layer 2 connections.

Layer 2 VPN and Layer 2 Circuit Configurations

[edit routing-instances vpn-1] [edit protocols]

user@PEZ# show user(@PEZ# show
instance-type 1Zvpn;
interface
route-distinguisher 182.168.1.2:1; lZ2circult |
vrf-target target:65512:1; neighbor 192.168.1.3 |
protocols | linterface iwl.1 i
12vpn | virtual-circuit-id 1;
encapsulation-type ethernet-vlan; }
site wvpn-a | 1

site-identifier 2; }
|interface 1wl .0]{
remote-site-id 1;

H

H

The iw0 interface is configured as the CE facing interface for each Layer 2 protocol. In the Layer 2 circuit you configure the
IP address of the remote PE router by, include the neighbor statement and specify the IP address of the loopback interface on
PE2. Configure the virtual circuit ID to be the same as the virtual circuit ID on the neighbor router. To allow a Layer 2 circuit to be
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established even though the MTU configured on the local PE router does not match the MTU configured on the remote PE router,
you can include the Ignore-mtu-mismatch statement. You can also disable the use of the control word for demultiplexing
by including the no-control-word statement. If control-word is turned off, it must be turned off for both Layer 2 protocols
throughout the circuit.

To configure the Layer 2 VPN protocol, including the 12vpn statement at the [edit routing-instances
routing-instances-name protocols] hierarchy level. To configure the 1wO interface, include the interfaces statement
and specify IwO as the interface name. In the example provided, the iw0 .0 interface is configured under the Layer 2 VPN
protocols to receive the looped packet from the iwO. 1.

In addition to the w0 interface configuration, Layer 2 interworking 121w protocols must be configured. Without the 12iw
configuration, the 121w routes are not formed, regardless of whether any Iw interfaces are present.The minimum configuration
necessary for the feature to work is shown on the graphic.

Take a Layered Approach

= Best to take a layered approach

* Coreversus PE/CE problems

« Core problems often indicated by inability to establish IGP sessions
or PE-PE LSPs

* Physical Layer, Data Link Layer, IGP, MPLS, 12circuit
configuration

Any number of configuration and operational problems can result in a dysfunctional VPN. With this much complexity, we
encourage you to take a layered approach to the provisioning and troubleshooting of Layer 2 VPN services.

Is the problem core or PE-CE related? and Are my pings failing because an interface is down, or because an LSP cannot be
established? are the types of questions that await you when troubleshooting. Fortunately, Layer 2 VPNs have several natural
boundaries that allow for expedient problem isolation. As an example, consider a call reporting that three different LDP Layer 2
circuits on two different PE routers are down. Here, you look for core-related issues (the P routers are common to all VPNs)
rather than looking for PE-CE-related problems at the sites reporting problems.

PE-CE Ping Testing No Longer Possible

= Difficulty caused by inability to conduct PE-CE pings
* Can be difficult to determine operational status of PE-CE link
e Watch for mismatched DLCls/VCls/VLAN IDs on PE-CE link

* VLAN IDs must be the same end to end (unless you use TCC
encapsulation)

Layer 2 VPN troubleshooting differs from Layer 3 VPN troubleshooting in many ways. A significant difference is that the PE router
and CE devices do not share IP connectivity, which makes the testing of the local PE-CE link difficult. In some cases you can
determine the operational status of the PE-CE link by verifying the correct operation of the data link layer’s keepalive function.

Mismatches between the connection identifiers configured on the PE-CE link are common sources of problems. VLAN ID must
be the same end to end, unless you are using TCC encapsulation. Sometimes you can provision an out-of-band management
interface that permits ping testing and Telnet access to the local CE device. This interface should be another logical unit on the
interface also providing Layer 2 VPN connectivity.
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Core IGP

A functional core IGP is critical to the operation of LSP signaling protocols. You always should check the IGP when LSP problems
are evident. Generally, you verify IGP operation by enforcing such tasks as looking at routing tables and neighbor states
(adjacencies) and conducting ping and traceroute testing.

LSPs

= Are the RSVP/LDP LSPs established between PE
routers?

* |s |00 configured for protocol LDP?
e |s the virtual circuit |ID correct on both PEs?
e Does MPLS ping complete?

Each pair of PE routers sharing VPN membership must have LSPs established in both directions before traffic can be forwarded
over the VPN. When dealing with extended LDP sessions you should verify that your LDP interfaces include the loopback. You
should also look at the I2circuit configuration to ensure you have the proper neighbor configured as well as the proper virtual
circuit ID. Another useful step is using MPLS ping, as mentioned in previous chapters, this is a valuable utility for checking MPLS
connectivity to remote PE routers.

Confirming LDP Operation

" show ldp neighbors operational mode
command:

* The R1 PE router has an extended neighbor relationship to
the remote R3 PE router

userfRl> show ldp neighbor

Address Interface Label space ID Hold time
172.22.210.2 ge-1/0/0.210 192.168.1.2:0 14
[192.168.1.3 1lo0.0 152.168.1.3:0 32 |

An important step is to verify the LDP protocol that is used both to signal LSPs and to communicate Layer 2 VPN VC identifiers
between PE routers. Also, because LDP relies on a functional IGP, you can often validate IGP operation by assessing how well
things are going for LDP.

The show Idp neighbors command indicates if the PE router has successfully formed neighbor relationships with the
directly connected and extended neighbors. The highlight in this graphic draws attention to the extended neighbor session that
the R1 PE router has established to the remote R3 PE router. The other neighbor session is to the P1 router.

The effect of these neighbor relationships should be the establishment of LSPs to the router IDs of all routers running LDP. You
can verify this establishment with the show route table iInet.3 command:

user@R1> show route table inet.3

inet.3: 4 destinations, 4 routes (4 active, 0 holddown, O hidden)
+ = Active Route, - = Last Active, * = Both
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192.168.1.2/32 *[LDP/9] 1d 02:00:03, metric 1
> to 172.22.210.2 via ge-1/0/0.210
192.168.1.3/32 *[LDP/9] 1d 02:00:03, metric 1

> to 172.22.210.2 via ge-1/0/0.210, Push 300592

Showing the LDP Database

" show ldp database operational mode command:

e | abels are associated with L2CKT for extended LDP
neighbor

user@Rl> show ldp database
Input label database, 192.168.1.1:0--1582.168.1.3:0

Label Prefix
300240 192.168.1.1/32
2001a0 152.168.1.2/32
3 192.168.1.3/32
| 300256 L2CKT CtrlWord VLAN vC 4 |

output label database, 122Z.188.1.1:0--192.168.1.3:0

Label Prefix
3 192.168.1.1/32
2987786 192.168.1.2/32
203824 162.168.1.3/32
| 293840 L2CKT CtrlwWord VIAN VC 4 |

To confirm that all is well with the operation of LDP, you should examine the LDP database using the show Idp database
command. The highlight here is on the extended neighbor relationship to 192.168.1.3 and the presence of an LDP label (FEC)
associated with an L2CKT.

The input label database for the 192.168.1.3 session shows the label that was advertised by the remote PE router (R3) for the
connection identified as VC 4. This label (300256) is the label that the R1 PE router pushes onto packets received on the
ge-1/0/4_.512 interface for transmission to the remote PE router. Similarly, you can see that the R1 PE router has advertised
Label 299840 to R3 as the label it uses to associate received traffic with the ge-1/0/4 _512 interface connection.
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Viewing Layer 2 Circuit Connections

" show l2circuit connections
operational mode command:

user@Rl> show l2¢ircuit connections
Layer-2 Circult Connections:

Legend for connectlon status (3t)

EI -- encapsulation inwvalid MNP -- interface h/w not present
MM -- mtu mismatch Dn -- down

EM -- encapsulation mismatch VC-Dn —-- WVirtual circuit Down
CM -- control-word mismatch Up -- operational

VM -- vlan id mismatch CF -- Call admission control failure
0L -- no outgoing label IE -- TDM incompatible bitrate
NC -- intf encaps not CCC/TCC TM -- TDM misconfiguration

BE -- Backup Connection 8T -- Standby Connection

CE -- rcwd cell-bundle =size had §P -- Static Pseudowire

LD -- local site signaled down RE —-- remote site standby

RD -- remote site signaled down XX —- unknown

Legend for interface status

Up -- operational
Dn —— down
| Neighbor: 192.168.1.3 |
Interface Type St Time last up # Up trans
ge-1/0/4_512 (v 4) rmt Up oct 5 16:23:16 2010 1

Eemote PE: 192.168.1.3,|Negotiated control-word: Yes (Mull)
Incoming lakel: 2995840, outgoing label: 300256

Negotiated PW status TLV: Ho

Local interface: ge-1/0/4.512, 3Status: Up, Encapsulation: VLAN

You can display the status of 12circuits with the show 12circuit connections operational-mode command.

The top of the display provides a legend for the connection and circuit status portion of each Layer 2 circuit. The circuit’'s
incoming and outgoing labels are also displayed. Though not displayed here, you can include the extensive switch, which
causes the output to list time-stamped entries, which indicate signaling and operational state changes for each Layer 2
connection.

Is the PE-CE Interface Up?

The lack of inherent IP connectivity between the PE and CE routers can make PE-CE interface troubleshooting problematic.
Without the ability to conduct ping testing, you must rely on the absence or presence of physical layer and data-link layer alarms
and status indications. For example, a loss of light (LoL) indication of a SONET link is a sure indication that physical layer
problems are present on the PE-CE link. You can monitor ATM and Frame Relay links for proper permanent virtual connection
(PVC) management protocol operation. In the case of ATM, you can issue ping atm to validate VC level connectivity to the
attached CE device.

Compatible Circuit IDs

When the physical layer and data link layer operation of the PE-CE links appears normal, you should confirm that compatible
connection identifiers are configured on the local PE-CE link. With VLAN tagging, you must ensure that the same VLAN ID values
are configured on the remote PE-CE interface as well, unless you are using TCC encapsulation.

Out-of-Band Management

We recommend that the service provider provision a non-Layer 2 VPN connection between the PE and CE routers to simplify
troubleshooting. This connection is normally just another logical unit on the existing PE-CE interface. However, it has the family
inet and compatible IP addressing configured. You can use the resulting logical IP subnet to verify PE-CE interface operation
and to enable Ping, Telnet, FTP, and other such services between the PE and CE routers.
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LDP Layer 2 Circuit Traceoptions

= Example tracing configuration and trace output:

[edit protocols lZcircuit]
user@Rl# show
Traceoptions |
file lZcircuit-log;
flag connections detail;
flag fec detail;

i
nelghbor Y2 1bo.l. 5 |
interface ge-1/0/4.512 {
virtual-circuit-1id 4;

}

user(dRls> show log l2circuit-log

ot 5 17:24:24 trace on: Tracing to "/var/log/lZcircuit-log" started

Ooct 5 17:24:24.1488871 MNew policy call for LZCKT from 1Z2ckt.0

oct 5 17:24:24.148927 [add] lZcircuit VC 1lZckt vc adv_recv {(cw-bit 1, encaps VLAN, vc-
id 4,lakel 300256, mtu 1500, cbhb-size 0, wvlan-id 512, TDM pavload size 0 bytes, TDM
bitrate 0 (xDS0)) received from PE 192.168.1.3

Oct 5 17:24:24.148953 [lZckt vc adv recv] Adv received for active pw from neighbor
192.168.1.3

Oct 5 17:24:24.148983 [lZckt vc_adv_recv] Intf ge-1/0/4.512 {(VvC-ID 4) updated from
signalled info: label 300256, encaps VLAN, cw-bit 1, mtu 1500, ch-zize 0, TDM pavload
size 0 (bytes), TDM bitrate 0 (xD&0) wvlan-id 512

Layer 2 circuit tracing can provide invaluable assistance when troubleshooting LDP-based Layer 2 circuit operational problems.
This graphic shows an example of tracing parameters and a portion of the tracing output generated.

Connects Two Layer 2 Sites

e Supports:
* PPP, CiscoHDLC. Frame Relay. ATM. and VLAN 802.1Q

* Based on Layer 2 circuit ID
« Carries any protocol

« Connectsonlylike interfaces (for example. Frame Relay to Frame
Relay. or ATM to ATM)

CCC allows you to configure transparent connections between two sites, where the circuit can be a Frame Relay data-link
connection identifier (DLCI), an ATM VC, a Point-to-Point Protocol (PPP) interface, a Cisco High-Level Data Link Control (HDLC)
interface, or an MPLS LSP. Using CCC, packets from the source circuit are delivered to the destination circuit with, at most, the
Layer 2 address being changed. No other processing—such as header checksums, time-to-live (TTL) decrementing, or protocol
processing—is done.
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Cross-Connect Types

e Layer 2 switching
* MPLS tunneling
* Stitching MPLS LSPs

CCC circuits fall into two categories: logical interfaces, which include DLCIs, VCs, and PPP and Cisco HDLC interfaces; and LSPs.
The two circuit categories provide the following three types of cross-connect:

. Layer 2 switching: Cross-connects between logical interfaces provide what is essentially Layer 2 switching. The
interfaces that you connect must be of the same type.

. MPLS tunneling: Cross-connects between interfaces and LSPs allow you to connect two distant interface circuits of
the same type by creating MPLS tunnels that use LSPs as the conduit.

. LSP stitching: Cross-connects between LSPs provide a way to stitch together two LSPs, including paths that fall in
two different traffic engineering database (TED) areas.

CCC MPLS Interface Tunneling

Provider Core

CSPF Area O
Sitel Site 2

OSPF Area O == [ SP L ———— OSPF Area O

Rl _.-'-'- R2 -‘-"-.,_* 3
s 1 il 2 2 T 2 Site 2
100 10.0/24 172,22 210.0/24 172.22.212.0/24 10,0,100/24
CEA-  VLAN 610 PE PE VAN 610 CEB

P
00192168111 00 192.168.1.1 SR 00 192 168 1.3 o0 192 168.11.2

= Transports packets from one interface through an
MPLS LSP to a remote interface

* Requires two dedicated LSPs for each CCC instance
« Label stacking is not supported

e Supports tunneling between two like interfaces, such as
ATM, Frame Relay, PPP, Ethernetand Cisco HDLC

* Bridges Layer 2 packets from end to end

CCC requires that you have 2 dedicated LSPs to accommodate transmit and receive traffic for every CCC connection
configuration. This is because CCC does not support label stacking like Layer 2 circuits, Layer 2 VPNs and VPLS. This is one of
the primary reasons that CCC is not a scalable solution for larger networks. CCC allows you to connect two ATM, Frame Relay,
PPP, Ethernet, or Cisco HDLC access links using an MPLS tunnel. Layer 2 packets are essentially bridged from end to end in this
configuration. In the preceding figure, MPLS LSPs connect two Ethernet networks across an IP cloud. The Ethernet interface on
the R1 expects a VLAN value of 610 (on whatever path is enabled on that interface). R3 will also transmit and receive using
VLAN 610 (on whatever path is enabled on the output interface). The IP backbone between the two routers has two LSPs—one in
each direction—that connect the two PE routers. When the packets come in to R1 destined to the network attached to R3, R1
places an MPLS header on the packets and transmit them down the LSP. Once the packets reaches R3, the MPLS headers are
stripped off, and the packet are forwarded out the CE facing interface.
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Site 1
COSPF Area O

. 1
site L % 10.0.10.0/24

CE-A
00192168111

-

R1 -
T
0018216811

[edit protocols]
user@Rl# show
connections |
remote-interface-switch vpn-a
interface ge-1/0/4.610;
transmit-lsp L2P-1;
receive-lsp LIP-Z2;

}

_.-—--LSP-i'-—--._

~
2 2 1 2 Sita 2
17222 210.0/24 172.22212.0/24 10.0.10.0/24
E

|

Provider Core

OSPF Area O
Site 2

OsPF Area O

-q--

R2

CE-B
oD 192.168.11.2

PE

E
LsP2 o0 192165813

[edit protocols]
user@R3# show
connections |
remote-interface-switch wpn-a |
interface ge-1/0/4.610;
transmit-lsp LSP-Z2;
receive-1lsp L3E-1;

}

The configuration examples on the graphic show that the receive LSP on one router is the transmit LSP on the other router. The
names referenced are the names of the transmit or receive LSPs displayed when you issue the show mpls 1sp command.

To configure LSP tunnel cross-connects, you must also configure the CCC encapsulation on the ingress and egress router’s CE

facing interfaces. Below is an example from R1:

[edit]

user@R1# show interfaces ge-1/0/4

vlan-tagging;

encapsulation

unit 610 {
encapsulation vlan-ccc;
vlan-id 610;

vlan-ccc;
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CCC Caveats

* VLAN tagging at physical interface
« VLAN O-511 allowed on unit for standard 802.1Q VLAN tagging
« VLAN 512-4094 are the only valid VLAN IDs for CCC encapsulation
* Frame Relay: Encapsulates frame-relay-ccc at physical
interface
« DLCI 1-511 allowed on unit for normal Frame Relay
« DLCI512-1022 on unit is CCC Frame Relay

e Layer 2 switching cross-connect: PPP and HDLC must be
unit O

* ATM: Cannot configure family on unit if atm-ccc-ve-mux
encapsulation is set

There are a variety of caveats for configuring CCC:

. VLAN-ID number: If the VLAN CCC encapsulation is not specified, GE/FE interfaces support VLAN-IDs from O to
4094. Regardless of the range of numbers supported, there is a limit of 1024 logical units. If the VLAN CCC
encapsulation at the physical interface level is specified, then on logical units that do VLAN CCC, the VLAN CCC
encapsulation is specified again AND the VLAN-ID must fall in the range of 512 to 4094. Logical units between O
and 511 only support normal IEEE 802.1Q VLAN tagging.

. Frame Relay: The only issue with Frame Relay is the DLCI range. As stated earlier, when the physical interface is
configured for Frame Relay CCC encapsulation, the logical units can be either normal Frame Relay interfaces or
they can be CCC Frame Relay interfaces. Normal Frame Relay logical interfaces use a DLCI value between 1 and
511. CCC Frame Relay logical interfaces use a DLCI value between 512 and 1022. Additionally, the Frame Relay
CCC encapsulation must also be configured on the logical interface.

. PPP and Cisco HDLC: Because both protocols are point-to-point serial protocols, the logical unit can be O only.
This is not a requirement of the CCC capability, but a requirement of the physical-layer encapsulation.

. ATM: If an ATM interface is configured for atm-ccc-vc-mux encapsulation (which is another way of saying CCC),
no families can be configured on the logical interface. CCC only works for ATM Adaptation Layer 5, unless Cell Relay
is configured.
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Review Questions

1. Describe the operation of LDP Layer 2 circuit
signaling and how it differs from the BGP Layer 2
VPN approach.

2. What is the purpose of the VC label?

3. Which command could you use to determine the
operational status of a Layer 2 circuit?

Answers to Review Questions
1.

LDP Layer 2 circuit signaling exchanges virtual circuit labels with targeted peers to indicate what parameters are needed to establish a
session. Layer 2 circuits also uses these values to uniquely identify circuit connection to ensure traffic is delivered to the correct networks.
It differs in that, Layer 2 circuits require the use of LDP to carry the virtual circuit information to remote peers. Some other differences are
that Layer 2 circuits do not require a VRF instance configuration and do not require a route-distinguisher or VRF target policy, instead
LDP Layer 2 circuits use the virtual circuit ID to identify which incoming circuit-connection requests are allowed. Also LDP Layer 2
circuits can only be used to connect remote sites and can not be used to connect local sites which are connected to the same PE router.

2.

The virtual circuit label is used to send circuit information to targeted remote PE routers. The remote router uses this label value as its
output label when forwarding traffic associated with this FEC back to the originating router.

3.

The command to display the operational status of a LDP Layer 2 circuit is Show 12circuit connections.
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Chapter 16: Virtual Private LAN Service

This Chapter Discusses:
. The difference between Layer 2 MPLS virtual private networks (VPNs) and virtual private LAN service (VPLS);
. The purpose of the provider edge (PE), customer edge (CE), and provider (P) devices;
. Provisioning of CE and PE routers;
. The signaling process of VPLS;
. The learning and forwarding process of VPLS; and

. The potential loops in a VPLS environment.

Layer 2 VPNs Are Point-to-Point

VPN A -
Site1

YPN A
VPN A Site4
Site3

Border Gateway Protocol (BGP) Layer 2 VPNs and LDP Layer 2 circuits are point to point in nature and support Ethernet, Frame
Relay, Point-to-Point Protocol (PPP), and Cisco’s High-Level Data Link Control (Cisco HDLC). Even though Ethernet media can be
used between PE and CE devices, only two CE devices can interact over a single emulated Layer 2 circuit or virtual LAN (VLAN).
Although this behavior works well as it is, some customers prefer to have their Ethernet media behave like Ethernet so that
more than two hosts or routers can interact over the Layer 2 circuit. This need on behalf of the customer, and other factors, is
what led to the development of VPLS.

Mapping Local Circuits to Remote Sites

In both of the Layer 2 point to point VPNs scenarios, you must manually map local Layer 2 circuits on the PE device to the
remote sites. This mapping might be labor intensive and sometimes confusing, especially when designing a full-mesh network
between PE devices. BGP-based Layer 2 VPNs allows for over-provisioning, which eases the process of adding a new site,
however.
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Appearing to Be a Single LAN Segment

PE
P | P =
o D AN
Site1 \ -
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‘T\/ PE H__E_E VPN A
VPN A W PE % Site4
Site3

" To the customer in a VPLS environment, the provider’s
network appears to function as a single LAN segment
» Acts similarly to a learning bridge

A new service that can be provided to the customer is VPLS. To the customer, a VPLS appears to be a single LAN segment. In
fact, it appears to act similarly to a learning bridge. That is, when the destination media access control (MAC) address is not
known, an Ethernet frame is sent to all remote sites. If the destination MAC address is known, it is sent directly to the site that
owns it.

No Need to Map Local Circuit to Remote Sites

In a VPLS, PE devices learn MAC addresses from the frames that it receives. They will use the source and destination addresses
to dynamically create a forwarding table (vpn—-name . vpls) for Ethernet frames. Based on this table, frames are forwarded out
directly connected interfaces or over MPLS label-switched paths (LSPs) across the provider core. This behavior allows you to not
have to manually map Layer 2 circuits to remote sites.

Standards for VPLS

*RFC4761

« K. Kompella and Y. Rekhter, Virtual Private LAN Service (VPLS)
Using BGP for Auto-Discovery and Signaling

*RFC 4762

« Lasserre. V. Kompella. et. al.. Virtual Private LAN Service (VPLS)
Using Label Distribution Protocol (LDP) Signaling

* Primary Difference:
« RFC4761 uses M-BGP for signaling
« RFC 4762 uses LDP for signaling
« Juniper supports both

Two competing RFCs for VPLS exist. One of the remarkable things about these two competing RFCs is that their primary
developers happen to be brothers, Kireeti Kompella (BGP) and Vach Kompella (LDP). The primary difference between the two
RFCs is that one uses BGP and one uses LDP for signaling. Currently the Junos operating system supports both LDP and BGP for
signaling, with BGP the preferred solution.
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Benefits of BGP

» Auto-discovery
* Provision VPNs as a whole versus building them circuit by circuit

» Scalable protocol
« Meantto handle lots of routes
* Route reflectors/confederations for hierarchy
« Designedto work across autonomous systems

* Mechanisms to provide all VPNs types via Multiprotocol BGP
(MP-BGP, RFC 2858)

There are a few benefits to using BGP as the signaling protocol for VPLS. For instance, BGP allows for the auto-discovery of new
sites as they are added to a VPLS. When a new site is added to a VPLS, you only need to configure the PE router connected to
the new site. All other PE routers discover the new site with the use of the target extended community. Also, BGP is a very
scalable protocol. BGP works well when dealing with large number of routes. Provisioning a VPLS network in a large provider
network can be made easier with the use of route reflectors and/or confederations. Finally, BGP was designed to advertise
routes between autonomous systems. Thus, it is inherently possible to build a VPLS across autonomous system (AS)
boundaries.

Based on RFC 2858 (Multiprotocol Extensions for BGP-4), BGP can be extended to carry information for which it was not
originally designed. The BGP draft for VPLS relies on Multiprotocol Border Gateway Protocol (MP-BGP) to carry its routing
information between PE devices.

Customer Edge Devices

CE-A
BB B
> . Y WPHN-A
CEEB \h\?@'
YFPN-B CED
FEZ
¢ & -
‘4 LAN
P P

= Different device roles

The customer edge device is normally a router or Layer 2 switch that provides access to the provider’'s edge device. Because the
Layer 2 frames generated by the customer are carried across the core using MPLS, there is inherent independence between the
Layer 2 technology used at the provider’s edge and the technologies used in the core. This independence extends to the upper
protocol layers as well, because the provider does not interpret in any way the contents of the Layer 2 frames.

Both ends of a VPLS must use the Ethernet technology. Unlike point to point Layer 2 VPNs, each remote site does not need to be
associated with a unique Layer 2 circuit identifier to map traffic to a given site. All mapping will be performed automatically
through the MAC learning function of a PE.

Provider Edge Routers

The provider edge routers connect to customer sites and maintain VPLS-specific information. This VPN information is obtained
through local configuration and through signaling exchanges with either BGP or LDP. As with a Layer 3 VPN, the PE routers
forward traffic across the provider’s core using MPLS LSPs. PE routers perform MAC learning and store MACs in a VPLS-specific
MAC table.
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Provider Routers

The provider routers do not carry any VPLS state. They simply provide label-switching router (LSR) services to facilitate the
transfer of labeled frames between PE routers.

Provisioning the Local CE Device

CE-D's Routing Table

YWLANS CE'D
512 ==

10/8 | VLAN B12 513 5_'l$l l> C
2048 | VLAN B13 514 = O re

30/8 YLAN B14

= | ocal site provisioning:
* Provider-facing interface must be Ethernet interface or
Ethernet using VLANs
e List of VLANs: One for each VPLS
* VLANs independently numbered for each VPLS
« VLAN IDs must be the same at both ends
* No changes needed as VPN membership changes
* Unless new VLAN is wanted

» Configuration of Layer 3 properties and routing protocols

The first step in building a VPLS is the configuration of the local CE device. This configuration normally entails assigning a range
of Layer 2 circuit identifiers to logical interfaces on the CE device and having the correct encapsulation settings.

For Ethernet with VLAN tagging, it is required that VLAN IDs be the same at both ends of a VPLS. The VPLS standard allows for
the expansion of VPN membership without reconfiguring existing sites.

The CE device also requires the configuration of upper-layer protocols to be compatible with the remote CE router. Unlike a
Layer 3 VPN solution, the PE router has no IP or routing protocol configuration because these functions are configured on the
CE routers with end-to-end significance. With VPLS, the CE routers form adjacencies with each other as if they were connected
to the same Ethernet segment, as opposed to becoming adjacent to the local PE router.
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VPLS Route and Forwarding Tables

AVRFanda MAC table are
created foreach CE
connected to the PE
VPN A
Site1 b
VPN B
VPN B Site 2
Sitel
VPNA
P Site 3
= Fach VPLS uses two tables
* Routing Table (VRF)
+ Local label blocks and those blocks learned from remote PEs
* MAC table
« Usedto forward layer 2 data and store learned MAC address for
the VPLS

A VPN routing and forwarding table (VRF) and a VPLS-specific MAC-table are created in the PE router for each VPLS. The VRF
table is populated with information provisioned for the local CE device and contains:

. The local site ID;

. The site’s Layer 2 encapsulation;

. The logical interfaces provisioned to the local CE device; and

. A label base used to associated received traffic with one of the logical interfaces.

The VRF is also populated with information received from other PE routers in MP-IBGP updates. These updates contain the
remote site’s ID, label base, label, offset, and Layer 2 encapsulation.

The combination of locally provisioned information and Layer 2 VPN network layer reachability information (NLRI) received from
remote PE routers results in a Layer 2 VPN VRF table and an associate MAC table which are used to map traffic to and from the
LSPs connecting the PE routers.
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Provisioning the Core

CE-A

Sitel
WER-A

P P
CE-B s B G Faa
q P1 P2
Site 1 H

VPN-B MP-BGP Session

= Provisioning the core:

* | SPs between PE routers must be preestablished
+ Canuse either RSVP or LDP

« Can use LSPs for many services (for example, Internet. Layer 2
VPN, Layer 3 VPN)

* Between PE routers, full-mesh MP-IBGP or use of RRs must
be configured to support the sessions with 12-vpn family

As with a Layer 3 VPN, the provider’s core must be provisioned to support the Layer 2 VPN service. Besides a functional interior
gateway protocol (IGP), this support normally involves the establishment of MPLS LSPs between PE routers to be used for data
forwarding. The PE-PE LSPs are not dedicated to any particular service. With label stacking, the same LSP can be used to
support multiple VPLS customers while also supporting Layer 3 VPNs and non-VPN traffic.

Each PE router must also be configured with MP-BGP to peer to other PE routers having local sites belonging to the same VPN.

These MP-BGP sessions must be configured to support the 12-vpn signal ing address family so that they can send and
receive VPLS NLRI updates.
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VPLS Label Distribution

VPLS label information is distributed

for each VPN site toeach
participating PE routers

= The PE routers distribute VPLS to label mapping
Information using MP-IBGP
* BGP-based VPLS uses same NLRI| as Layer 2 VPNs

* Instead of sending individual advertisements for each
remote site, labels are advertised in blocks

« Remote PE uses simple mathematics to determine outgoing label

PE routers exchange MPLS label information using the same MP-BGP NLRI as Layer 2 VPNs. For a given site, a PE will advertise
a block of labels that can be used by remote PEs to forward traffic to the sending PE. Using simple mathematics receiving PEs,
can determine which label to use to reach the sending PE.
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Provisioning the PE Router

* VPLS routing instance

e Route Target BGP community

e Site ID: Unigue value in the context of a VPLS
e Site range: Maximum number of CE devices

* Remote sites: Learned dynamically (described later)

e Layer 2 encapsulation on VPN interfaces must be VPLS

to which it can connect

* Label base: Label assighed to the first sub-interface ID—the PE
router reserves n contiguous labels. where n is the CE device range

« The PE router forwards frames to the remote sites using the labels
learnedvia MP-IBGP

After configuring the local CE device properties, you must provision the site’s VRF on the PE router. The following list shows what
is typically involved:

Specification of route targets or VRF policy.
CE device identifier (site ID), which must be unique in the context of a specific VPN.

CE device range, which helps determine the size of the site’s label block and therefore how many remote sites to
which it can connect.

Logical interfaces associated with this VRF.

Some of the steps outlined in the graphic can occur automatically and therefore do not require explicit configuration.

PE Router Layer 2 Configuration

Each VPLS interface must be configured to support Family vpls and the appropriate encapsulation. Support encapsulations

are:

ethernet-vpls:

- Standard Ethernet encapsulation; and

- Accepts packets with Tag Protocol Identifier (TPID) values.
vlan-vpls:

- For VLAN 802.1q tagging; and

- Accepts standard TPID values onl.y
extended-vlan-vpls:

- 802.1q tagging; and

- Accepts special TPID values: 0x8100, 0x9100, and 0x9901.
ether-vpls-over-atm-llc:

- Bridges Ethernet and Asynchronous Transfer Mode (ATM) interfaces for Ethernet over ATM (AAL-5);
- RFC 2684; and

- Supported on ATM IQ interfaces only.
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VPLS AFI/SAFI

= PE initially advertises a single Length (2 Bytes)

VPLS NLRI for each VPLS Coute DI e o @By
. . . . .. Site 1D (2 Bytes)
Instance in which it participates
Label Block Offset (2 Bytes)
» Fach NLRI defines labels Label Base (3 Bytes)

(demultiplexors) for a range of Circuit Status Vector(Variable)
other PE routers in the VPLS

* [f new labels must be added to existing VPLS, additional
NLRIis sent

» Same AFl and SAFI (25/65) as L2 VPN NLRI

* PE router encapsulation and capabilities are signaled in
Layer 2 information extended community

The graphic displays the structure of VPLS NLRI. The address family indicator (AFl) and subsequent address family identifier
(SAFI) values of 25 and 65 are shared with Kompella Layer 2 VPN NLRIs.

The NLRI consists of the site ID, the label base, and the label block offset, which are used when multiple label blocks are
generated for a particular site. Each label block is carried as a separate update when multiple blocks exist.

The circuit status vector (CSV) is a bit vector used to indicate the site’s label range (that is, block size) and to report failures of a
PE router’s local circuits.
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Layer 2 Information Extended Community

= Signals control information R ————
about the VPLS Encapsulation Type( 1 Byte)

Control Flags(1 Byte)

e Community type is set to Ox800A

Layer-2 MTU(2 Bytes)

* Encapsulation Type is VPLS (19) Preference (2 Bytes)

e Control Flags - 2 bits used
+ C-bit - Control word must be usedif setto 1

« S-bit - Sequenced delivery of frames is necessaryif setto 1
« All zeros by default

e Layer 2 MTU

* Preference - Used to specify the preference of the local site
« Valueis also copied to BGP local preference by default

The Layer 2 information extended communities (carried as part of the Layer 2 NLRI) communicate the following information
between PE routers:

. The Layer 2 encapsulation type (VPLS is the encapsulation type in a VPLS environment).

. The Layer 2 maximum transmission unit (MTU) field, which reports the MTU configured on the sending PE router’'s
PE-CE link (because fragmentation is not supported in a Layer 2 VPN environment, the receiving PE router ignores
Layer 2 NLRI with MTU values that differ from the PE router’s local VRF interface).

The graphic shows the control flags field and the meaning of each of the specific flags. The reserved field is currently undefined
and is set to all zeros.
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PE-1 and PE-2 are Configured for a VPLS Called VPN A

Note: Sites CE-AZ and CE-A3are notshown.

PE-1 i om o ELEISE. e 20 0

21 B |~ B | . ) CE-A4
VPNA vRE % % g

: VLA =t
Site1 i N Site 4
PE-1'sNLRIfor Site 1 PE-2'sVPLSMACFT forVPN A

CE-AL[

R-Target RT1 MACslearned  OQuter Inner Rx PE-2’sNLRIforSite4
SitelD 1 fromremotesite TxlLabel TxlLabel Label R-Target RT1
Range 8 Advertised 1 200 2003 11000 SiteID a

Label base | 2000 usingl 2 ¥YPN > T Range 8
Label Offset 1 AFland SAFI Label base | 1000
3 1002| [iabelOffset| 1

= PE-1 and PE-2 configured for a VPLS called VPN A
between Site 1 and 4

= PE-2 computes transmit and receive VRF labels
* Tx Label = Remote Base + Local Site ID - Remote Offset
e Rx Label = Local Base + Remote Site ID - Local Offset

In the example, PE-2 is configured with a VRF for its local connection to CE-A4. This configuration assigns CE-A4 the site ID of 4
and associates this VPLS with a route target of RT1. Also, the local site is configured using VLAN tagging with a single VLAN ID of
600.

Computes Labels Automatically

Based on the MP-BGP advertisement that results from the information in PE-2’s VRF, PE-2 automatically computes the label
received when traffic is sent to PE-2 from remote PE routers. A single label from the labels in PE-2’s label block is associated
with each of the remote sites. The result is that PE-2 expects to receive traffic from CE-A1 with a label value of 1000.

The preceding graphic also shows how transmit labels are calculated based on the local site ID and the received MP-BGP
advertisements from a remote site. Based on the received advertisement from PE-1, PE-2 sends frames destined for Site 1
using an inner label of 2003 (label-base-remote + local-site-id - label-block-offset). The outer MPLS label used for transmission
is 200, based on the existing MPLS LSP from PE-2 to PE-1.

MP-IBGP Used for Signaling

= Distribution uses MP-IBGP for auto-discovery of members
* PE router advertises the VPLS instances to which it is attached

e PE router advertises the VPLS instances to which itis no longer
attached

* PE router discovers which VPLS instances are running on other
PE routers

The distribution of label blocks between PE routers is facilitated with MP-IBGP using a Layer 2 VPN address family. Because all
PE routers advertise the VPLS instances to which they are attached or no longer attached, every PE router can discover
automatically which VPLS instances are running on other PE router by using the target extended community.
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Automatic Label Mapping

= Mapping of inbound and outbound labels to sites is

automatic
* For each remote site a VT interface is created dynamically

* Receive label for each remote site is mapped to the VT interface
« VT interface is usedin forwarding process described in future pages
« Ethernetframes arriving from provider's core are passed through VT
interface (Tunnel Services PIC) so that they can be forwarded based on
MAC address
« Allows PE device to also learn MAC addresses from received Ethernet
frames

The algorithm defined in the VPLS draft allows each PE router to compute automatically the mapping between remote site IDs
and the label values used to send and receive traffic from them. The labels advertised by a site also are mapped automatically
to VPN tunnel interfaces within a services PIC (Tunnel Services, Adaptive Services, Link Services). Thus, the connections
between sites are created automatically. The PE device learns the MAC addresses during the forwarding process with the help of
the VPN tunnel interfaces.

VPN Policy

VPN policy using route target communities to filter and accept label blocks from remote PE routers results in a VPLS topology.

PE-1 Receives Label Block from PE-3

Full Mesh YPN A
IBGP Sessions Site 2
VPN A
Site 1
VPN A
PE-3 600 Site3

CE-A3 12vpn NLRI update

B-Target BT1
SitelD =
& Range 4
LabelBase| 1000
Offset 1

= PE-1 receives BGP update from PE-3 for site 3

* NLRI contains label block information that PE-3 has
dedicated to the VPLS

The label block for CE-A3 contains the site's ID, label block size, label offset, and label base. This update also is associated with
the route target extended BGP community.
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PE-1 Updates Its VRF

Site 1's MAC Forwarding Table PES 600 Site3
MACs learned Outer Inner Assumes similar label blockadvertisement
fromremotesite TxlLabel Txlabel has been received from PE-2
2 200 2000
3 300 || 1000 | LabelusedtoreachSite3 |

= PE-1 updates its VRF with PE-3 NLRI

e Importroute target (RT1) for PE-1's VRF matches route target
carried by the BGP route

* NLRIcopies into bgp.12vpn.0 and vpn-name.l2vpn.QC

= PE-1 computes outgoing label for traffic sent to Site 3
* (local-site-id + remote-label-base - remote-label-offset= 1000)
* PE3 computes same label for received traffic from Site 1

PE-1 receives the update from PE-3 and checks the route target for a match. Because the route target matches, the update is
installed in the VRF associated with CE-A1. The L2 VPN NLRI is copied into both the bgp . 12vpn .0 and vpn-name . 12vpn .0
table as in Layer 2 VPNs.

PE-1 Computes Outgoing Label

PE-1 uses the update from PE-3 to compute automatically the labels to be used when sending traffic from CE-A1 to CE-A3. PE-1
uses the algorithm that subtracts the remote PE router’s label offset from its local site ID and adds the resulting value to the
received label base. In this example, PE-1 computes Label 1000 for traffic destined to CE-A3 (1-1 =0 + 1000 = 1000). PE-3
computes the same label value (1000) as the label it expects to receive on traffic sent by CE-A1.
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PE-1 Computes the Outer Label

YPN A

Site 2

YPN A

. ] Site3

Site 1's MAC Forwarding Table
MACs learned Quter Inner
fromremotesite TxlLabel TxLabel

2 200 2000
3 300 1000

\_._._ Calculated during BGP

recursive route lookup

= PE-1 obtains the outer label by resolving PE-3's host
address through an RSVP or LDP LSP

PE-1 computes the outer MPLS label by resolving PE-3’s router ID to an LSP in the inet.3 routing table. In this example, the LSP
from PE-1 to PE-3 is associated with label value 300.
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PE Routers Advertise Labels Using LDP

ANC label (FEC) is sent for every VPLS

VPNB CE-1 Extended LDP Session /PE 5 CE2- VPNB

- pe1  CXendedirsession -
Site 1 QB\ - - Z % Site 2
e & -
VPNA ———— 4\ VPNA

PE-1's Advertised Label .
PE-2'sInner Label | 4

= The PE routers distribute VPLS to label mapping

iInformation using LDP

* Junos OS only supports FEC 128, Control bit O, and Ethernet
pseudowire type

* For each VPLS you must configure a full mesh of LDP
session between participating PE routers.

e PE-1 advertises labels to PE-2; PE-2 uses these labels as the
inner labels when forwarding traffic to PE-1

In operation, a PE router advertises a label for each remote PE configured. To LDP, this label advertisement is just another
forwarding equivalence class (FEC). These labels are advertised to targeted peers using extended LDP sessions.

As shown in the preceding diagram, the remote PE router (PE-2) uses the input label value advertised by PE-1 as its output label
when forwarding traffic associated with this FEC to PE-1. Although not shown on the graphic, you can assume that PE-2 has also
advertised an input label to PE-1, and that PE-1 pushes this label when sending traffic (for this connection) to PE-2.
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VPLS FEC Element

VCTLV C VC Type VC Info Length
Group ID
VCID
Interface Parameters

= AVPLS FEC element is advertised along with every VC
label

* Used in LDP label mapping and label withdraw messages
« C bit: Specifies whether control word is present
« VCtype: Specifies encapsulationtype

* GroupID: Usedto help withdraw multiple labels when a physical
port fails—currently set to O by the Junos OS

« VCID: Administrator assigned circuit ID
* Interface parameters: Specifies the interface specifics, like MTU

Using the LDP extended neighbor relationship, PE routers can exchange the virtual circuit labels associated with the VPLS. Along
with each label, an associated FEC element is also advertised. This FEC element is used to describe the parameters of a PE
router to the remote LDP neighbor.

The fields in this FEC element are described as follows:

. C bit: Specifies whether the Martini control word is present. This bit is set by default (control word present) in the
Junos OS.

. VC type: Layer 2 encapsulation on VPN interface.

J Group ID (optional): Used to group a set of labels together that relate to a particular port or tunnel. Makes
withdrawal of labels easier when there is a failure of a port and there are many VPN labels associated with that
same port.

J VC ID: An administrator-configurable value that represents the Layer 2 circuit.

. Interface parameters: Used to validate interoperability between ingress and egress ports. Possible parameter can
be MTU, maximum number of concatenated ATM cells, interface description string, and other circuit emulation
parameters.
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PE Forwarding: Inbound from CE

VT Interface dynamically created RE FT: vpn-name vpls
foreach leamed remote 0x30002/51 flood to all CEs(local and remote)
site(not used for packets 0x30003/51 flood to all CEs (local only)

00:90:69:68:56:56/48 nh 50-0/0/0 0, push, push
00:90:69:68:54:00/48 nh fe-0/1/0 600
k4

\ — /}' \

inbound from CE device)

e @
DA = Remote CE device's MAC {00:90:69:68:55:55)

PFE Pl 3 Local CEdevice's MAC IS
A g - learnedand placed in
Ut—0/2/0.32768_,.-". " §. T forwarding table
i \ ™
\ b
00O h
PIC TunnelPIC | FEPIC SO PIC T
s0-0/0/0.0
Ethernet Frame
i Tocore
Ethernet Frame

5A = Local CEdeyice's MAC (00 90:69:68:54:00)

Inbound Frame from Local CE Device

The graphic shows how Ethernet frames from the local CE devise of a VPLS logically flow through the Packet Forwarding Engine
(PFE) of a router running the Junos OS. Notice that for each learned remote site (by means of L2VPN advertisements), a VPN
tunnel interface is created within the Tunnel Services PIC. The VPN tunnel interface is not used for forwarding traffic inbound
from the local CE device. The VPN tunnel interface’s use is described in the next section.

1.

An Ethernet frame arrives on interface fe-0/1/0.600. Because the interface is configured as part of a VPLS, the
Ethernet framing is not stripped from the Layer 3 packet inside.

The Internet Processor |l (or equivalent route lookup ASIC) can learn (if not already known) the local CE device’s
MAC address from the Ethernet header’s source address. Because of this learning process, an entry is stored in
the vpn-name . vpl's forwarding table (MAC table) with its associated next hop. This entry is used to forward
traffic to the local CE device as MPLS-encapsulated frames arrive from the core (shown in next section).

The Internet Processor Il performs a forwarding lookup for this Ethernet frame using the vpn-name . vpls table. If
the destination MAC address is not known, the Internet Processor Il uses a flood route in the forwarding table,
which causes the frame to be flooded to all sites except for the site where the frame originally came from. In the
case described in the graphic, there is a specific entry for the destination MAC address so the frame is
encapsulated in two MPLS headers and passed to the outgoing interface.

The MPLS-encapsulated Ethernet frame is forwarded to the remote site across the core network by means of the
MPLS LSP built between PE devices.
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Inbound Frame from Core (Remote Site)

FT: von-name. vpls RE

0x30002/51 flood to all CEs(local and remote)
0x30003/51 flood to all CEs {local only)
00:90:69:68:54:00/48 nh fe-0/1,/0.600
00:90:63:68:55:55/48 nh s00/0/0.0, push, push

FI:mpls.O
100000 pop, nh vt-0/2/032768

N \\ _ 7
RemoteCE'sMACis | PFE s 2/
| . N IPH | w
earned (if notalready , F — ~
known)and placed in ut_0/2/0_32768/',-"' S, » \ S o
forwarding table y ’ - :.', o <
{ .:.. _-';, o - ~
N O 0O
PIC Tunnel PIC | FEPIC PIC
s0-0/0/0.0
fe-0/1/0.60 R
Ethernet Frame 1!
5 I Tocore
-———— IP
IP
CE % SA = Remote CE device’s MAC (00:90:69: 68:55:55)
DA = Local CEdevice's MAC (00:890:69:68:54:00)

The graphic shows how MPLS-encapsulated Ethernet frames arriving from the core network of a VPLS logically flow through the
PFE of a router running the Junos 0S.

1.

Because of penultimate-hop popping (PHP), an Ethernet frame encapsulated by a single MPLS header arrives on
the SONET interface.

As with all MPLS-encapsulated data, the Internet Processor Il performs a forwarding lookup using the mpls.0
table. Unlike point to point Layer 2 VPNSs, instead of having a mapping of inbound labels to an outbound interface,
the inbound labels are mapped to the dynamically created VPN tunnel interface. The reason this interface mapping
is needed on a router running the Junos OS is because after the Internet Processor |l processor does a pop
operation based on the mpls .0 table, no other Internet Processor Il functions can be performed. By passing the
resulting Ethernet frame through the VPN tunnel interface, the Internet Processor Il is given a second chance to
perform another function on the frame (that is, MAC address learning).

The Internet Processor Il can learn (if not already known) the remote CE device’s MAC address from the Ethernet
headers source address. Because of this learning process, an entry is stored in the vpn-name . vpls forwarding
table with its associated next hop and MPLS encapsulation. The Internet Processor Il knows in which VPLS
forwarding table to store the new entry based upon which VPN tunnel interface the packet arrives from. This entry
is used to forward traffic to the remote CE device as Ethernet frames arrive from the local CE device (shown on
previous graphic).

The Internet Processor Il performs a forwarding lookup for this Ethernet frame using the vpn-name . vpls table. If
the destination MAC address is not known, the Internet Processor Il uses the default route in the forwarding table,
which causes the Internet Processor Il to flood the frame to all local sites but not to any remote sites. In the case
described in the graphic, there is a specific entry for the destination MAC address so the frame is passed to the
appropriate outgoing interface.

The Ethernet frame is forwarded to the local site.
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CE-A1 Sends Broadcast Traffic to CE-A3

CE-A2

PE-2 VPN A
Site 2
MPL\SLSPS - — ite
CE-A1 %& - % 600
e —_—— ——
% % VLAN 300 o
e 600 .7 VLAN VPN A
Ethernet Frame - PE-3 Site3
ARPReq s o i
1111

DA = fT-ff-fEfEFE T
SA=CE-A1'sMAC

= CE-Al attempts to ping CE-A3’s interface

e CE-A1 does not know the MAC address of 1.1.1.1, so CE-A1
must send ARP request

On the graphic, the administrator of CE-A1 attempts to ping the core-facing interface of CE-A3. Because CE-A1 does not know
the MAC address to use to send traffic to CE-A3, it must send an Address Resolution Protocol (ARP) request onto the Ethernet
segment. This graphic shows CE-A1 sending an ARP request frame on VLAN 600. The frame arrives on PE-1 VPLS interface with
a broadcast destination MAC address.

PE-1 Learns MAC Address from Frame

MPLS label (200)
Site label (2000) PE. 2 CE-A2

Frame Site 2
VLAN
PE-1 200
CE-Al <= :% 600
VPN A — Py
A 300 =~
Site 1 VLAN %
600  mMPLSIabel (300) VLAN

Site label (1000}
Frame

VPN A
PE3 60O Site3

Before PE-1 forwards the Ethernet frame, it analyzes the addresses in the Ethernet header. PE-1 learns and stores the MAC
address of CE-A1 and related interface in its vpn-name . vpl's forwarding table.

Broadcast Frame Is Flooded

When the destination MAC address of a received Ethernet frame is unknown or is broadcast from a CE device, the Ethernet
frame is duplicated and sent to all remote PE routers for the VPLS. The flooding behavior is based on a default route in the VPLS
forwarding table, vpn-name . vpls.

Lookup Derives Two Labels

Based on a forwarding table lookup, the Ethernet frames are encapsulated into the appropriate inner and outer header, as
shown on the graphic.
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PE Router Forwarding

= PE router forwarding is based on the interface a
packet is received on and its destination MAC address

* MAC address learning:

» Associates source MAC address with receiving port or remote PE
router

« Qualified learning: Based on MAC addressand VLAN tag
« Unqualified learning: Based on MAC address alone

* Flooding

« Broadcast/Unknown/Multicast destination MAC address: Forward
to all ports and PE routers associated with the VPLS of the
receiving interface

« Known destination MAC address (in FIB—vpn-name.vpls).
Unicastto associated interface or PE router

The graphic summarizes the forwarding and learning behavior of a PE router.

MPLS Switching in Core

MPLS label (201)
Site label (2000) CE-A?

Frame PE2 m
% Site 2
A

o1 _ VLAN 600
CE-A1 T % = ﬁ
VPN A %' - =01 \\% CEAS
Site 1 LAN 600, ~PE-1 MPLS label (301) AT SDD VPN A
Site label (1000) Site3
Frame

The labeled Ethernet frames are forwarded over the LSPs connecting the ingress PE router to the remote PE routers. The
P routers in the core perform swap operations on the outer label. The P routers are not aware of the inner label, which remains
unchanged throughout this process.
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Outer Label Removed

Site label (2000)
Frame
Penulimate
i CE-AZ2
EEpFopping PE-2 VPN A
P YLAN 600 Site2
-
CE-A1l %-— - %_ _ ﬁ/
VPN A —\ - -
. % ...,\ CE-A3
Sitel LAN 600, ~PE-1 n
Y0LAN 600 YPN A
PE-3 Site3
Site label (1000)
Frame

The penultimate router pops the label stack, resulting in PE-2 and PE-3 receiving an Ethernet Frame with a single label.

Egress PE Router Looks Up VPLS Label

ARP Req
PE-2 A VPNA
f% VLAN 600 Site2
-
= (@B
VPN A —_ T T ~ CE-A3

Site 1 LAN 600, - PE-1 S
VLAN 600 VPN A
HES) Site3

ARP Req

" The egress PE router does a label lookup in mpls .0
to find the corresponding next hop (VT interface)

* The label is popped by the egress PE router and sent to VT
interface (Tunnel Services/ASP/Link Services PIC)

» Allows egress routers to learn the CE-A1l's MAC address

from Ethernet frame (MAC-to-LSP mapping stored in
vpn-name.vpls) and then forward out VPLS interfaces

The egress PE router performs a lookup on the VPLS label in the mpls. 0 table. The entry in the mpls. 0 table tells the router to
pop the MPLS label and forward the Ethernet frame through the VPN tunnel interface that was created in response to learning
PE-1’s label block. The packet is essentially passed through the VPN tunnel interface so that a second lookup can occur.

Egress PE Router Learns and Performs Second Lookup

When an unlabeled Ethernet frame returns from VPN tunnel interface (Tunnel Services PIC), the egress PE router does two
things. First, in the example on the graphic, PE-2 and PE-3 learn the MAC address for CE-A1 from source address of Ethernet
Frame. Based on the newly learned MAC address, a dynamically generated route/MAC entry is placed into the
vpn-name.vpls. The new route table entry is a route to the MAC address of CE-A1 with an LSP next hop (push-push operation
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based on VCT learned from PE-1). Second, the PE routers perform a lookup in the vpn-name . vpls table. Because the frame
is a broadcast frame that arrived from the provider core, the frame is flooded to all attached CE devices.

Broadcast Frame Analyzed by Remote CE Devices

ARP Req
CE-A2
PE-2 VPN A
Site 2
VLAN 600
5 L@@ %
VPN A — - ‘\
Sitel LAN 600, PE-1
VLAN 600 YPN A
Site3
ARP Req

= Because the frame is a broadcast frame, both CE-A2
and CE-A3 analyze the contents
e CE-A2 discards the frame
* CE-A3 responds with ARP reply

CE-A2 discards ARP frame because 1.1.1.1 does not belong to it. Because 1.1.1.1 belongs to CE-A3, it responds with and ARP
reply.
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PE Router Receives ARP Reply

CE-A2
PE-2 VPN A
VLAN 600 Site2
CE-A1 %"/
VPN A %——*‘" - - - CE-A3
Site 1 VLAN 600. ~PE-1 ~ ‘%
MPLS LSF label YLAN 600 VEN A
Site 1 Label PE-3 Site3
Frame ARP RepI]r VIAN oa ma

DA=CE-AL'SMAC |
SA=CE-A3'SMAC

m PE-3 receives Ethernet frame from CE-A3
and performs a lookup in vpn-name.vpls

¢ Because it previously learned that CE-Al's MAC address is
located at Site 1, PE-1 sends the Ethernet frame directly to
PE-1 using MPLS encapsulation

* Flooding frame to all remote PE routers is not required when
MAC address is learned and stored in VPLS FIB

PE-3 receives the ARP reply from the attached CE device. PE-3 learns the MAC address of CE-A3 and installs a route in the

vpn-name . vpls table. Also, because PE-3 previously installed a route in the vpn—-name .vpls table for CE-A1's MAC
address, it can encapsulate and send the Ethernet frame to PE-1 directly without the need for flooding to all PE routers, as in the

initial flow.
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PE-1 Looks Up VPLS Label

Penultimate
} CE-A2
Hop Popping PE-2 VPN A
YLAN 600 Site2
CE-A1 % %’/
e — _—
VPN A —\ i 4 ~ CE-A3
Site 1 LAN 600, ~PE-1 > T VPN A
Site 1 Label PE-3 Site3
Frame

= PE-1 does a label lookup in mpls. 0 to find the
corresponding next hop (VT interface)

* The inner label is popped by the egress PE router and sent
to VT interface (Tunnel Services/ASP/Link Services PIC)

* Allows egress routers to learn the CE-A1's MAC address
from Ethernet frame (MAC-to-LSP mapping stored in
vpn-name.vpls)and then perform second lookup to

forward frame out of the VPLS interface

The egress PE router performs a lookup on the VPLS label in the mpls.0 table. The entry in the mpls. 0 table tells the router to
pop the MPLS label and forward the Ethernet frame through the VPN tunnel interface that was created in response to learning
PE-3’s VCT.

Egress PE Router Learns and Performs Second Lookup

When the unlabeled Ethernet frame returns from VPN tunnel interface (Tunnel Services PIC), PE-1 learns the MAC address for
CE-A3 from source address of Ethernet Frame. Based on the newly learned MAC address a dynamically generated route entry is
placed into the vpn-name . vpls. The new route table entry is a route to the MAC address of CE-A3 with an LSP next-hop
(push-push operation based on label block learned from PE-1). Second, PE-1 performs a lookup in the vpn—name .vpls table.
Because the MAC address of CE-A1 was learned earlier, which caused a route to CE-A1 to be dynamically installed, the frame is
sent directly to CE-A1.
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Future Traffic Is Not Flooded

PE-2 CEAZ. " yPNA

W Site 2

YLAN 600
sé @06 g
YPNA X ~ CE-A3
E3

Sitel LAN 600, ~PE-1

———————————— - YLAN 600 VPN A
Ry o it < =~ ERE3_ Site3
- = =~ - - o -~ - -
Echo Requests o~

Echo Replies

= Any future traffic between CE-A1 and CE-A3 no longer
must be flooded as in initial data flow
* CE and PE routers have learned MAC addresses of both CE
devices
* The vpn—name.vpls table on both PE-1 and PE-3 have

dynamically installed forwarding entries for inbound and
outbound traffic based on MAC addresses learned

As MAC addresses are learned over time, packets no longer need to be flooded to all remote PE devices across provider core.
Ethernet frames that are now passed between CE-A1 and CE-A3 will be forwarded only between the related PE devices.
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BUM Replication

Replication with no Penultimate

Hop Popping PE-2 CE-A2 VPN A
- —% Site 2
VLAN
PE-1 200 =
CE-A1 %; ;'%{ 600
VPN A — ~J CE-A3
Site 1 VLAN w
600 |p2MPIlabel (200) VLAN YPN A
PE3 600 Site3

Frame

» P2MP LSPs can be used instead of unicast LSPs to
forward BUM traffic

* Ingress PE no longer has to perform all of the replication of
BUM traffic

* Can be used in BGP VPLS scenario only

* P2MP LSP to VPLS mapping is performed with the readvertisement of
aningress PE's label blocks with the PMSI Tunnel attribute

Broadcast, unicast with unknown destination, and multicast (BUM) traffic is replicated and flooded solely by the ingress PE by
default. This behavior can put a tremendous burden on the PE if it happens to be services several hundred VPLS instances.
point to multipoint LSPs can be used specifically for the purpose of carrying BUM traffic. When using a point to multipoint LSP
for this purpose, the ingress PE only needs to send 1 copy of the BUM traffic into the core. The downstream routers along the
LSP will perform replication of the traffic. To notify remote PEs that a point to multipoint LSP will be used for BUM forwarding, the
ingress PE re-advertises all label blocks along with the Provider Multicast Service Interface (PMSI) Tunnel attribute which carries
the RSVP session identification information.

Fully Meshed PE Routers

Based on the flooding behavior of VPLS, PE routers must be fully meshed in terms of MPLS LSPs as well as extended LDP or
MP-BGP sessions (route reflectors and confederations can be used).

Split Horizon

One of the flooding rules of VPLS is that a router cannot flood a packet from a remote PE router to another remote PE router.
Although this behavior causes a need for the full mesh, it helps eliminate the need for a spanning tree protocol in the provider
core.

PE Routers Perform MAC Learning and Flooding

As described on the previous graphics, a PE router learns MAC addresses based on received Ethernet frames. A PE device will
not request another PE device to flood or learn on its behalf.
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Redundant Links Between CE and PE

5 CE-A2
CE-A1 0  RE2 =Y VPNA
VPN A %———"' M . [

Sitel PE-1

» Redundant links between a CE and PE
e Solutions

Configure active/backup links on PE-2 (BGP VPLS only)
Configure LAG between PE-2 and CE-A2
Configure ERP between PE-2 and CE-A2

Runa spanningtree protocol between PE-2 and CE-A2

The graphic shows a potential loop situation that can occur when there are multiple links between a CE and the local PE. If
CE-A2 is a router operating at Layer 3, then there should be no Layer 2 loop possible. However, if CE-A2 is a Layer 2 switch then
a Layer 2 loop is possible. To prevent Layer 2 data from looping between the CE and PE with redundant links you must configure
either a spanning tree protocol between PE and CE, active and backup links on the PE, Ethernet Ring Protection (ERP), or a link
aggregation group (LAG). Each solution will be shown in the next chapter.

Multihomed CE

PE-2
CE-Al % %_&/ $ N YPN A
YPN A — Plng  Site 2
Site 1 % PE-1 %/
PE-3
= Multihomed CE with two different PEs
» Solutions
» Configure multihoming and Local Preference on PE-2 and PE-3 (BGP
VPLS only)
« Configure primary and backup neighbor (LDP VPLS only)
« Runa spanning tree protocol between PE-2, PE-3. and CE-A2

The graphic shows a potential loop situation that can occur when there are links between a single CE multiple PEs. If CE-A2 is a
router operating at Layer 3, then there should be no Layer 2 loop possible. However, if CE-A2 is a Layer 2 switch then a Layer 2
loop is possible. To prevent Layer 2 data from looping between the CE and two PEs you must configure either a spanning tree

protocol between PEs and CE, BGP multihoming, or a primary and backup neighbor. Each solution will be shown in the next
chapter.
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Review Questions

1. Whatis a key difference between an Layer 2 VPN
and a VPLS?

2. What are the benefits of using BGP for VPLS
signaling?

3. Explain the signaling flow used in a VPLS
environment.

Answers to Review Questions
1.

A Layer 2 VPN is point to point in nature while a VPLS is point to multipoint.
2.

Adding and removing sites from a BGP VPLS requires the configuration of only one PE. All other PE’s will automatically discover the
added or removed site.

3.

In a BGP VPLS, PEs advertise label blocks to remote PEs. The label blocks have enough labels to reach and be reached by all currently
configured sites in the VPLS. In an LDP VPLS, individual labels are advertised using an LDP extended neighbor relationship to all remote
PEs participating in the VPLS.
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Chapter 17: VPLS Configuration

This Chapter Discusses:
. Virtual private LAN service (VPLS) configuration, and

. VPLS troubleshooting.

Sample VPLS Topology

Provider Core | oD 192.168.2 2 Site 2

Sitel %'1 100.12.0/24 . QOSPF Area O | e-1/0/4 2 2
CE-A X PE2 10.0.12.0/24 ECE_B %
-I/O/S
loQ 192.168.11.1 5 —
)@V PEL
_ 6 0019216821 P
Site3 %e_d!H[OIr

o0 192.168.11.2
‘_—G

9
%Bdmf 0 |
%3/[350

o0 192.168.11.3

= Network characteristics:
* CE interface addressingis 10.0.12/24 (except loopbacks)
* |GPis single-area OSPF

* RSVP signaling between PE devices, LSPs established
between PE routers (CSPF not required)

oD 18216823

e Full MP-IBGP mesh between PE routers, loopback peering,
12-vpn signaling NLRI

e Ethernet VPLS between CE-A CE-B, and CE-C (VLAN 515)

The diagram serves as the basis for the various configuration-mode and operational-mode examples that follow.

All customer edge (CE) and provider edge (PE) router interfaces use 10.0.12.0/24 addresses. The drawings show only the
interfaces’ subnet and host IDs. Loopback addresses are assignhed from the 192.168/16 address block.

The core interior gateway protocol (IGP) is Open Shortest Path First (OSPF), and a single area (Area 0) is configured. Because
the examples do not rely on the functionality of the Constrained Shortest Path First (CSPF) algorithm, traffic engineering
extensions need not be enabled.
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RSVP is deployed as the MPLS signaling protocol, and label-switched paths (LSPs) are configured between all three PE routers.

A multiprotocol IBGP(MP-IBGP) peering session is configured between the loopback addresses of the PE routers. The 12-vpn
signaling and inet unicast address families are configured.

The goal of this network is to provide point-to-multipoint connectivity between the three CE routers shown. This network is

considered a full-mesh application because the resulting configuration readily accommodates additional sites with any-to-any
connectivity.

PE Interface Configuration

y . .
ge-1/0/5 | PE1's Gibabit Ethernet
vlan-tagging? configuration from sample
encapsulation vlan-vpls: —_— .
unit 515 | topologywith vlan-
encapsulation vlan-vpls;: tagging enabled
vlan-id 515;

family vpls:

}
}
ge-0/0/1 {
encapsulation ethernet-wvpls; : 0 0
s O — Sample Gigabit Ethernetwith
family vpls: no VLAN tagging
}
h

This graphic provides an example of Gigabit Ethernet interface configurations for use with VPLS.

Virtual LAN (VLAN) tagging is possible but not mandatory, and you must specify the use of VPLS encapsulation at both the
device and logical unit levels. When you enable VPLS encapsulation, VLAN IDs from 512 to 4094 are reserved for circuit
cross-connect (CCC) and VPLS encapsulation. You can configure VLAN IDs O to 511 as normal VLAN tagged interfaces, if wanted.

All logical unit levels might also be configured for family vpls, but in later versions of the Junos operating system, this
configuration is optional.
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VPLS VRF Table Creation

= VRF tables are created atthe [edit routing-
instances] configuration hierarchy

e Selecting instance-type vpls createsa VPLS instance
type

[edit routing-instances vpn-a]

userBFEl# set ?
Possible completions:

> access Metwork access configuration
> access-profile Access profile for this instance
+ apply-groups Groups from which to inherit configuration data
+ apply-groups-except Don't inherit configuration data from these groups
> bridge-domains Bridge domain configuration
description Text description of routing instance
> forwarding-options Forwarding options configuration
|instance-type Type of routing instance|
> interface Interface name for this routing instance

> multicast-snooping-options Multicast snooping option configuration

no-irb-layer-2-copy Disable transmission of layer-2 copy of packets of irb
routing-interface

no-local-switching Disable local switching within CE-facing interfaces

You create VPLS virtual private network (VPN) routing and forwarding (VRF) tables at the [edit routing-instances]
portion of the hierarchy. You specify a VPLS instance with arguments applied to the instance-type statement. As with a
Layer 3 VPN VRF instance, you must assign a route distinguisher, list the VRF interfaces, and link the instance with a
vrf-target community or VRF import and export policies. You also must configure local site properties under the [edit
routing-instances instance-name protocols vpls] hierarchy.
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BGP VPLS Signaling

VPN signaling enabled

family lZwpn |
signaling;

H

group my-int-group {
type internal;
local-address 192.168.2.1;
export =ztatics;
neighbor 152 168.2.2;
neighbor 182.168.2.3;

H

user@PEl> show bgp summary

vpn-a.l2vpn. 0: 2/2/2/0

= Set up BGP sessions between the PEs with Layer 2

uzser@PEl> show configuration protocols bgp

Groups: 1 Peers: Z Down peers: 0

Table Tot Pathsz Act Paths Suppressed History Damp State Pending

inet. O 0 ] 0 ] 0 ]

inet.Z2 0 ] 0 ] 0 ]

bgp.l2vpn. O 2 2 0 0 0 0

Peer AS InPkt CutPkt coutQ Flaps Last Up/ Dwn

State | #Aactive/Received/ Accepted/ Danped. ..

192.168.2.2 65512 5 & 0 0 1:16 Establ
bgp.l2vpn. 0: 2/2/2/0

In this example, BGP sessions are configured between the PE with Family 12vpn signaling configured. This configuration is

the same family that is used for point-to-point Layer 2 VPNs.

Sample BGP VPLS Instance

[edit routing-instances vpn-a)
user@PEl# show
instance-type vpls;
interface ge-1/0/5.515;
vrf-target target:65512:100;
rrotocols |
vpls |
site-range 20;
s2ite ce-a {
site-identifier 1;

}

= AVPLS instance called vpn-a with a single interface
Is provisioned between PE1 and CE-A device:

[edit routing-options]

1user@FE1# show
route-distinguisher-id 192.168.2.1;
autonomous—-system 6Hh12;

This graphic shows a sample VPLS routing instance based on the sample topology. This instance is called vpn-a. The instance
is assigned a route distinguisher based on the PE router’s loopback address (Type 1 format). The instance-type vpls

setting creates a VPLS VRF.
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This vpn-a instance is associated with a single logical interface (ge-1/0/5.515). Additional interfaces can be listed if the
customer wants to be multihomed.

You can link the VPLS VRF table to either VRF import and export policies or a vrf-target statement, which is used to match
and add route target communities.

The local site properties are configured under the protocols portion of the VPLS instance. These parameters were discussed in
the previous pages.

LDP VPLS Instance Example

= AVPLS instance called vpn-a with a single interface
Is provisioned between PE1 and CE-A device:

[edit routing-instances vpn-a)
user@PEl# show
instance-tvype vpls;
interface ge-1/0/4.515;
protocols {

vpels { Each PE participating in VPLS

vpls-id 100; must be specified
neighlor 1922.168.2.2;

neighbor 192.168.2.3;

[edit protocols ldp]
1ab@PELl# show Enables LDF YFLS Signaling

interface 1o00.0;

You can configure LDP as the signaling protocol for a VPLS routing instance instead of BGP. The functionality is described in
RFC 4762, “VPLS Using LDP Signaling”.

The Junos OS does not support all of RFC 4762. When enabling LDP signaling for a VPLS routing instance, network engineers
should be aware that only the following values are supported:

. Forwarding equivalence class (FEC)—FEC 128;
. Control bit—0; and
. Ethernet pseudowire type—hexadecimal 0x0005.

To enable LDP signaling for the set of PE routers participating in the same VPLS routing instance, you need to use the vpls-id
statement configured at the [edit routing-instances routing-instance-name protocols vpls] hierarchy
level to configure the same VPLS identifier on each of the PE routers. The VPLS identifier must be globally unique. When each
VPLS routing instance (domain) has a unique VPLS identifier, it is possible to configure multiple VPLS routing instances between
a given pair of PE routers.

LDP signaling requires that you configure a full mesh LDP session between the PE routers in the same VPLS routing instance.
Neighboring PE routers are statically configured. Tunnels are created between the neighboring PE routers to aggregate traffic
from one PE router to another. Pseudowires are then signaled to demultiplex traffic between VPLS routing instances. These PE
routers exchange the pseudowire label, the MPLS label that acts as the VPLS pseudowire demultiplexer field, by using LDP
FECs. Tunnels based on both MPLS and generic routing encapsulation (GRE) are supported.
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Provider Care o0 192.188.2.2 Site 2
Site 1
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" CE-Bis multihomed to PE2 and PE3

* Forthe BGP VPLS solution, the configuration for VPLS on
PE2 and PE3 must
* Assignthe same site ID to the same CE device
* Assignthe same route distinguisherto the routing instances
* Configurethe multi-homing statement

* Forthe LDP VPLS solution, loop prevention is configured on
PE1 only

CE with Multiple Interfaces to Multiple PEs

The graphic discusses the options to prevent a Layer 2 loop in the case that CE-B is an Ethernet switch.
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BGP Solution
* CE-Bis multihomed to PE2 and PE3
* Allows BGP to prevent loops by configuring multihoming and
adjusting the local preference label block advertisement
+ PE2 provides a single path to CE-B until a failure occurs
+ PE3 will provide backup path and is notified of failure by BGP
[edit routing-instances vpn-a] [edit routing-instances wvpn-al
user@PEZ# show userdPE3# show
instance-type vpls: instance-type vpls:
interface ge-1/0/4.515; interface ge-1/0/5.515;
ffoute-distinguisher 192.168.2.2:1;| |route-distinguisher 192.168.2.2:1;|
vrf-target target:65512:100; vri-target target:65512:100;
protocols protocols |
vpls | vpls |
site-range 20; site-range 20;
site ce-b { site ce-b {
site-identifier 2; gite-identifier 2:
multi-homing: multi-homings:
site-preference 300; site-preference 100;
h i
t }
} t

In the example topology, CE-B is a Layer 2 switch that is multihomed to both PE2 and PE3. This redundant topology causes a
potential Layer 2 loop. Luckily, because BGP is used to signal the VPLS, BGP’s normal route selection process will almost
completely prevent a loop from occurring. To allow BGP to prevent the potential loop, you must configure the following on PE2

and PE3:
1. Both routing-instances should be configured for the same route distinguisher.

2. Both sites should be configured with the same site ID.
3. Both sites should be configured with the same target extended community.

The configuration settings in the graphic will make PE2 and PE3 send label block advertisements that appear to be identical
except for the BGP next-hop. When the remote PE, PE1, receives the 2 sets of label blocks from PE2 and PE3, PE1 will go
through its normal route selection process to determine one set of routes (label blocks) to use for forwarding. The example in the
graphic shows that you can affect which label blocks will be chosen by modifying the BGP local preference and set the
site-preference (default is 100). In this case, because the label blocks from PE2 are more preferred (Local Preference is 300),
PE2 will be chosen as the designated forwarder for the site. PE3 will not forward or learn on its ge-1/0/5.515 interface until PE2
withdraws its label block advertisements (PE2’s ge-1/0/4 interface fails). The multi-homing command is used to prevent a
corner case loop that can occur when BGP connectivity to the core is lost by PE3, it could assume that PE2 is no longer
advertising its label blocks and then assume the role of designated forwarder.
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LDP Solution

" CE-Bis multihomed to PE2 and PE3

» PE1 configured for a primary pseudowire with a backup
option

*» PE2 and PE3 are not configured for a neighbor relationship
between each other, only with PE1

[edit routing-instances wpn-a]
useriFPEl# show

instance-type vpls:

interface ge-1/0/4.515;
interface ge-1/0/5.515;
interface ge-1/0/%6.515;
protocols {

Time to wait (milliseconds) before switching from
failed primary to backup neighbor

vpls |
vpls—-id 100; . . -
neighbor 192.168.2.2 { Time to wait (seconds) before switching from

backup neighbor to primary, once the primary

swilitchover-delay 100007 — becomes available again

revert-time 5;

backup-neighbor 152.168.2.3 { Cptional standby configuration allows backup
standby; pseudowire to be immediately available if the
1 primary fails

To prevent a Layer 2 forwarding loop in this scenario when using an LDP VPLS, special configuration is made on PE1. Assuming
that the desired primary forwarding path is between PE1 and PE2 with PE3 acting as a backup. In the VPLS configuration for
PE1, PE2 would be listed as a neighbor and PE3 would be listed as a backup neighbor in the event of PE2 failure. PE2 and PE3
would be configured as normal. In PE1’s configuration, it is also possible to configure PE3 in standby mode. In that case, PE1
and PE3 would establish a pseudowire between one another even when PE2 is available. Although, PE3 would send broadcast,
unicast unknown, multicast (BUM) and so forth to PE41, PE1 will not learn or forward any traffic to or from PE3 while PE2 is
available.
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CE with Multiple Interfaces to One PE

Provider Core [0 19216822 Site 2
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= CE-C has multiple interfaces to PE1

* To prevent loops configure one of the following:
* Primary/Backup Interfaces (BGP VPLS only)
* LAG
* EthernetRing Protection
* A spanningtree protocol

The graphic discusses the options to prevent a Layer 2 loop in the case that CE-C is an Ethernet switch.

Primary Interface

[edit]
uzerd@FPEl# show routing-instances wvpn-a

= Configuring active-
instance-type vpls:

interface allows the 772" b s1s;

; interface ge-1/0/5.515;
PE have mUItlple interface ge-1/0/6.515;

VPLS interfaces Wlth vri-target target:65512:100;

protocols |

only one active ME

Site-range 20;
site ce-a |

* |f primary fa”S, one Of site-identifier 1;
the other interfaces } interface ge-1/0/5.515;
configured for the site site ce-c {
. site-identifier 3:
becomes active active-interface primary ge-1/0/4.515;
F ti interface ge-1/0/6.515;
* Fornon-reveruve interface ge-1/0/4.515;
behavior set }
active- ) '

interface any

It is possible to configure the PE to monitor its own VPLS interfaces, allowing only one interface to be primary and active at any
one time. A benefit of this feature is that there is no requirement to run a spanning tree protocol and yet the PE behaves
similarly. To use this feature, you must list each interface connected to the site under the site-level configuration. Finally, you
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must specify an active interface. If you specify a particular interface as the active interface then that interface will be used by
the PE for learning and forwarding for the site. All other interfaces will not forward or learn during this period. If the active
interface goes down then one of the other configured interfaces will take over as active. Once the primary comes back up, it will
again become the active forwarder. For non-revertive behavior, set the active interface to any. There might be packet loss during
the failover from one interface to another, however the main concern is Layer 2 loop prevention.

Link Aggregation
= Use link aggregation to prevent loops as well as
provide added bandwidth between PE and CE
user@PEl# show chassis
aggregated-devices { [edit]
S SlEnE user@PEl# show routing-instances vpn-a
device-count Z0; instance-type vpls:
- interface ge-1/0/5.515;
[edit] interface ael.515;
user@PEl# show interfaces vrf-target target:65512:100;
eSO . protocols {
gigether-options { vpls {
802.3ad ael; site-range 20;
- site ce-a {
ge-1/0/6 { . site-identifier 1;
gigether-options { interface ge-1/0/5.515;
802.3ad ael; }
- site ce-c {
ael { . site-identifier 3;:
vlan-tagging; [interface ael.515;|
encapsulation vlan-vpls; 1
unit 515 { 1
encapsulation vlan-vpls; 1
vlan-id 515;
family vpls:

The configuration example shows the use of a link aggregation group (LAG) to prevent a Layer 2 loop. Instead of two separate
1 Gbps interfaces, it is possible bind them together to make the 2 interfaces logically appear as a single 2 Gbps interfaces to
the PE and CE involved. Not only will this configuration allow for Layer 2 loop prevention, it will also double the customer’s

access speed to the network.
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an Ethernetring topology
[edit]
user@PEl# show interfaces
ge-1/0/4 {
unit 100 {
family bridge {
interface-mode trunk:
vlan-id-1list 100;
ge-1/0/6 {
unit 100 {
family bridge {
interface-mode trunk:
vlan-id-1list 100;
[edit]
uzer@PEl# show bridge-domains
bd |
vlan-id 100;
¥

= ERPis designhed to provide sub-50 ms, loop-free protection to

» PE1and CE-C use VLAN 100 as the ERP control channel

[edit]
userFEl# show protocols protection-group
ethernet-ring pgl00 {
ring-protection-link-owner;
east-interface {
control-channel
ge-1/0/6.100;
vlan 100;
i
¥

waest-interface |
control-channel {
ge-1/0/4.100;
vian 100;
i

ring-protection-link-end;

i

The graphic shows the configuration to enable the Ethernet Ring Protection (ERP) control channel on VLAN 100. To protect the
Ethernet ring, a single link between PE1 and CE-C acts as the ring protection link (RPL) on the ring (ge-1/0/4 from the
perspective of PE1). PE1 acts as the RPL owner and controls the state of the RPL. During normal operation with no failures (idle
state), the RPL owner places the RPL in the blocking state, which results in a loop-free topology. If a link failure occurs
somewhere on the ring, the RPL owner places the RPL in a forwarding state until the failed link is repaired. Once the failed link
is repaired, the Junos OS acts in a revertive manner, returning the RPL to the blocking state.
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Spanning Tree Protocols

= Configure a layer2-control instance to run a
spanning tree protocol between PE and CE
et [edit]
FSef@PEl# show routing-instances vpn-a ..., @pE1# show routing-instances 12-control
}nstance—type LSS |instance-type layerZ-control; |
interface ge-1/0/4.515; interface ge-1/0/4.515;
interface ge-1/0/5.515; interface ge-1/0/6.515;
interface ge-1/0/6.515; protocols {
vrf-target target:65512:100; mstp {
| SIERIEOEISHEE | configuration-name site3;
vpls { revizion-level 1:;
S}te—range 20 interface ge-1/0/4;
SLES ;e—al{ o interface ge-1/0/6;
site-identifier 1: msti 1 {
interface ge-1/0/5.515; vlan 1-4094;
4 )
site ce-c { }
site-identifier 3; }
interface ge-1/0/6.515;
interface ge-1/0/4.515;
t
1
}

Spanning tree protocols cannot be configured directly in a VPLS routing-instance. However, you can use a Layer 2 control routing
instance instead. A benefit of using this type of routing instance is that you can run a spanning tree protocol using interfaces
that belong to several different VPLS routing instances, not just one. The graphic shows the use of a Layer 2 control routing
instance to ensure that no loop exists between the PE and CE. For the topology to work properly, the CE (Layer 2 switch) should
also be configured for a spanning tree protocol. Use the show spanning-tree interface routing-instance
instance-name command to view the forwarding and blocking state of the interfaces

user@PE1> show spanning-tree interface routing-instance I2-control

Spanning tree interface parameters for instance 1

Interface Port ID Designated Designated Port State Role
port ID bridge 1D Cost

ge-1/0/4 128:45 128:55 32769.80711fc307d1 20000 FWD ROOT

ge-1/0/6 128:47 128:57 32769.80711fc307d1 20000 BLK ALT
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It is possible to add or stitch a point to point Layer 2 VPN (Layer 2 VPN or Layer 2 Circuit) into a VPLS. To do so, one end of the
point-to-point Layer 2 VPN must terminate on a PE that is also a VPLS edge device. Logical tunnel interfaces can be used as the

stitching mechanism on the terminating PE.

Stitch Configuration

an Layer 2 Circuit to a VPLS

[edit]
uzerdPEl# show interfaces 1t-1/0/10
unit 0 {
|encapsulation Vlan—vplsﬂ
vilan-1d 515;
peer-unit 1:

¥
unit 1 {
|encapsulation vlan-cccg|
vlan-id 515;
peer-unit 0;

}
[edit]

instance-type 12vpn;
interface 1t-1/0/10.1;
vri-target target:65512:200;
protocols |
12vpn {
encapsulation-type ethernet-vlan:
site stitch {
site-identifier 1:

|interface lt—l/O/lD.lﬂ

= | T interfaces can be used to stitch either an L2VPN or

user@@FEl# show routing-instances vpn-to-stitch

[edit]
user@PEl# show routing-instances wvpn-a
instance-type vpls:
interface ge-1/0/4.515;
interface ge-1/0/5.515;
interface ge-1/0/6.515;
interface 1t-1/0/10.0;
vrf-target targeti:chhlZ
protocols
vpls |
site-range 20;
site ce-a |
site-identifier 1;
interface ge-1/0/5.515;
|interface 1t-1/0/10.0;|

:100;

I

gite ce-c |
site-identifier 3:
interface ge-1/0/6.515;
interface ge-1/0/4.515;

The example shows the stitching of a BGP Layer 2 VPN (L2VPN) to a VPLS. On the terminating PE, there should be a separate
routing instance for both the L2VPN and the VPLS. Instead of specifying a physical interface in the L2VPN routing instance,
notice that It-1/0/10.1 is used. The interface configuration for It-1/0/10.1 uses vlan-ccc encapsulation as expected. Also, the
peer interface, 1t-1/0/10.0 uses vlan-vpls encapsulation. The last step to the stitching process is to add the 1t-1/0/10.0
interface to the VPLS.
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BGP and LDP VPLS Interworking

BGP Signaled LDP Signaled
YPLS Mesh Group YPLS Mesh Group
100120/24 10012 9/24
Site1 | AN Site 2
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CE-A PE1
00 192.168.2.1 'OC' 192 oS
Border Router
(PEZ)

= PE3is acting as PE router for both a BGP-sighaled
and an LDP-signaled VPLS

* PE3 uses a single MAC-table to forward traffic between
mesh groups

+ BUM traffic received by PE3 from the BGP-sighaled mesh

group is flooded to all local CE's (if they exist) and to the

LDP-signaled mesh group and vice versa

There are vendors that make routers that only support LDP-signaled VPLS. BGP and LDP VPLS interworking allows for routers of
this type to coexist in a network that uses the benefits of BGP-signaled VPLS. To interconnect these two different VPLS types
there must be a single border router that has a full mesh of BGP sessions to the PE’s in the BGP-based network (unless route
reflection or confederations are used) and a full mesh of LDP sessions to the PEs participating in the LDP VPLS. The border
router, PE3, has a single media access control (MAC) table that it uses to learn and forward for both VPLS types. With
interworking, the concept of mesh groups has been introduced. In the example in the graphic, the BGP session mesh will fall
into one mesh group (the default mesh group) and the LDP session mesh will fall into another mesh group. When BUM traffic
arrives from one mesh group, it will be flooded to all CE interfaces as well as all mesh groups for the VPLS except for the one
from which the frame arrived. Essentially, the flooding behavior considers a mesh group to be just another CE interface.

Chapter 17-14 « VPLS Configuration © 2013 Juniper Networks, Inc. All rights reserved.



JNCIS-SP Study Guide—Part 3
Same Routing Instance

= Configure both BGP and LDP-signaling within the
same routing instance

* BGP - Specify RT, RD, and Site ID
« BGP neighbors are automatically placed into the default mesh

group
* LDP - Specify a user-defined mesh group with VPLS ID and
ﬂ@ighbors user@PE3# show routing-instances interworking

instance-type vpls:

vri-target target:65512:100;

protocols
vpls |

site border {
site-identifier 3;

I

mesh-group ldp-sig {
vpls-id 100;
neighbor 1%2.168.2.2;

h

Unlike the stitching example in the previous graphics, interworking uses a single routing instance. The configuration for both the
BGP and LDP VPLS is performed in the single VPLS instance on the border router.
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VPLS with Point-to-Multipoint LSPs

= Use P2MP LSPs to relieve the PE router of performing
all of the replication of BUM traffic

[edit]
user@PEl# show routing-instances vpn-a

instance-type vpls;
interface ge-1/0/4.515;

'

provider-tunnel {

ravp-te {
lakel-switched-path-template {

default-template;

vrf-target target:65512:100;
protocols {

vpls |
site-range 20;
gite ce-a {
gite-identifier 1;
interface ge-1/0/4.515;

To allow for a PE to flood BUM traffic using point-to-multipoint LSP, simply configure an RSVP provider tunnel. You can use the
default template or you can use a user defined label switched path template.

No Tunnel PIC Required

= | S| interface
* Used when there is no tunnel services available

* The same concept as vrf-table-label—similar restrictions

[edit routing-instances vpn-al
useri@PEl# show
instance-type vpls;
interface ge-1/0/4.515;
interface ge-1/0/5.515;
interface ge-1/0/6.515;
protocols |
vpls |
[no-tunnel-services; |
vpls—-1d 100;
neighbor 19%2.168.2.2;

}

A tunnel pic is no longer required to run VPLS on the Junos OS because the command no-tunnel-services can be
configured under the routing instance. When this command is configured, instead of seeing VPN tunnel interfaces,
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label-switched interfaces (LSls) are used instead. This command has very similar restrictions to the vrf-table-l1abel

command.

LSI Interface

user@PEl> show route forwarding-table family mpls
Routing table: default.mpls

=" The LS| interfaces have replaced the VT interfaces

* LS| interface is uniqgue on per-remote site basis on every
VPLS instance

m | S| has some forwarding and statistical limitations

172.22.220.2 Push 500000,

MPLG:

Destinaticon Type RtRef MNext hop Type Index NhRef Metif
default e rm 0 dscd 50 1

0 user 0 recv 49 3

1 user 0 recv 49 3

2 user 0 recv 49 3

262154 USar 0 Pop G54 2 1=i.1048574|
800257 user 0 Pop 703 2 1lt-1/0/10.1
1l=z1.1048576 (VPLZ) user n] indr 1048576 4

Pus

h 302603 itop) 639 2 ge-1/0/0.220

The LSlIs replace the use of the VPN tunnel interfaces inside the forwarding table of the router, but all the forwarding concepts
stay the same. In other words, a unique LSl interface is still created for every remote site and used for packets received from

remote PEs.

The use of the LSl interface does have a few limitations. The forwarding rate is limited on a per LS| basis and his variable per
router type. When using tunnel services, the forwarding rate can be increased by adding more Tunnel PICs to the router (or
enabling them on an MX Series Ethernet Services router).

MAC Table Size

drop

[edit routing-instances wvpn-a]

user@PEl# set protocols vpls mac-table-size ?

Fozsible completions:
<[Enter]>
<limit>

+ apply-groups

+ apply-groups-except
packet-action

Execute this command

Maximum number of MAC addresses (16..524287)
Groups from which te inherit configuration data
Don't inherit configuration data from these groups
Action when MAC limit iz reached

» Per-instance MAC table size limit
» Defaultis 512 perinstance

Pipe through a command

[edit routing-instances wvpn-a]
user@PEl# set protocols vpls mac-table-size 200 packet-action ?
Fozsible completions:
Drop packets and do not learn. Default is forward

You can modify the size of the VPLS MAC address table. The default table size is 512 MAC addresses, the minimum is 16
addresses, and the maximum is 527,287 addresses.
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If the MAC table limit is reached, new MAC addresses can no longer be added to the table. Eventually the oldest MAC addresses
are removed from the MAC address table automatically. The removal of MAC addresses frees space in the table, allowing new
entries to be added. However, as long as the table is full, new MAC addresses are not learned however traffic will continue to be
forwarded using the process of flooding by default. You can also specify to have the router drop traffic to unknown destinations
when the MAC table is full.

MAC Table Size Limit

» Per-CE interface learnt MAC limit
» Defaultis the same as the MAC table size, 512

[edit reouting-instances wpn-al
user@PEl# set protocols vpls interface-mac-limit ?
Fossible completions:

<[Enter]> Execute this command
<limit> Maximum number of MAC addresses per interface
(1..131071)
+ apply-groups Groups from which to inherit configuraticn data
+ apply-groups-except Don't inherit confiquration data from these groups
packet-action Action when MAC limit is reached

| Pipe through a command

[2dit routing-instances wvpn-al
user@PEl# set protocols vpls interface-mac-limit 200 packet-action 7
Possible completicons:

drop Drop packetsz and do not learn. Default iz forward

You can limit the total system MAC table size as shown on the previous graphic. Because this limit applies to each VPLS routing
instance, the MAC addresses of a single interface can consume all the available space in the table, preventing the routing
instance from acquiring addresses from other interfaces.

You can limit the number of MAC addresses learned from each interface configured for a VPLS routing instance.

Label Block Size

= One label block is equal to one MP-BGP L2VPN route

e | abel block size can affect the number of routes that a PE
needs to send for a VPLS

» Canbesetto2.4.8. or 16
« To minimize the number of routes sent by a PE setto 16

[edit]
user@PE1l# set routing-instances vpn-a protocols vpls label-block-size 2
Possible completions:

<label-block-sizeX Lakel klock size for this VPLE instance (2..18])
[edit]
use r@PEL#

A PE will advertise enough labels to ensure that each remote site that it learns can send traffic downstream and upstream from
itself. A PE can advertise blocks of labels in sets of 2, 4, 8, or 16. If there are giant gaps in site IDs, then it is possible that many
of the advertised labels will go unused. To minimize the wasted label allocations you can configure a lower label-block size.
However, a lower label block size will force the PE to advertise many routes to represent the full set of sites. If your concern is to
keep the number of route advertisement low, then set the label block size higher. The default is 8.
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Rate Limits

[edit]
user@PEl# show routing-instances vpn-a forwarding-options
family vpls {
flood {
input BUM-fw;

} ® Policer can be used to control
the flood packet volume

[edit]
e o Firewall « That covers all Unknown Dst
if-exceeding {
bandwidjh—limit 100k; MAC address framES/
} burst-zize-limit 15k; Bcast MAC fra meS/
then discard; Mcast MAC frames
i
family vpls ( m Be careful on what to limit
filter BUM-fw ! .
tern teml (routing update packets

then policer BUM;

) between the CEs)

i

A policer can be used to rate limit traffic that is being flooded. Rate limiting can be configured for all traffic or from certain
MAC addresses if matched in the from statement:

[edit]

user@PE# set firewall family vpls filter foo term 1 from ?

Possible completions:

+ apply-groups Groups from which to inherit configuration data

+ apply-groups-except Don"t inherit configuration data from these groups
> destination-mac-address Destination MAC address

+ ether-type Match Ethernet type

+ ether-type-except Do not match Ethernet type

+ forwarding-class Match forwarding class

+ forwarding-class-except Do not match forwarding class
+ interface-group Match interface group

+ interface-group-except Do not match interface group

> source-mac-address  Source MAC address

+ vlan-ether-type Match VLAN Ethernet type

+ vlan-ether-type-except Do not match VLAN Ethernet type

Be Careful What You Wish For

Take proper care when applying a VPLS policer and remember the variety of packets that are being flooded. For instance,
routing protocol packets might be sent to other CEs and could be rate limited by the policer!
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VPLS Connections Legend

= Use the legend to determine the status of the VPLS
user@PEl> show vpls connections
Layer-2 VEN connections:
Legend for connection status (St)
EI -- encapsulation invalid N -- interface encapsulation not
cco/TCC/VELS
EM -- encapsulation mismatch WE -- interface and instance encaps not
gams
WCO-Dn —— Virtual circuit down NP -- interface hardware not present
CM -- control-word mismatch -» —— only outbound connection is up
CN -- circult not prowvisioned <- —— only inbound connecticn is up
OFR —-— out of range Up -- operational
0L -- no outgoing labkel In —- down
LD -- local =ite signaled down CF —— call admission control failure
ED -- remcte site signaled down 82 -- lecal and remote site ID collision
LN -- local site not designated IM —- local site ID not mindimum designated
EN -- remocte =ite not designated RM —— remots =ite ID not minimum designated
¥¥ -- unknown connection status IL -- no incoming label
MM -- MTU miszmatch MI —-- Mesh-Group ID not availble
EE -- Backup connection 8T —— Standby connection
FF —— Profile parse failure PE —— Profile busy
RS -- remcte site standby 8N —— Static Neighbor
Legend for interface status
Up -- operational
On —-- down

The show vpls connection command is an excellent command to help you determine the status of a VPLS. Every time that
you issue the command the legend shown on the graphic will be displayed followed by a listing of each VPLS and its status (see
next section). The legend will help you interpret the status code for each VPLS.
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site 2

Instance: vpn-a

Local site: ce-a (1)
connection-site
2

Remote PE: 192.1688.2.2,
Incoming label: 800009,

Local =site: ce-c (3)
connection-site
2

user@PEl> show vpls connections

Tvpe
rmt

Negotiated control-word: Mo

outgoing lakel: 800000

Local interface: vt-1/0/10.104%9&00,
Description: Intf - wvpls vpn-a local site 1 remote site 2

Tvpe
rmt

= Get status with show vpls connections

¢ Use the legend to determine the meaning of the status code

* Only one connection (pseudowire) can exist between two
PEs per VPLS instance

« Although local site 3's connectionto site 2 is in LM state. it is still
able to communicate with remote sites using site 1 connectionto

St
up

st
M

Time last up # Up trans
Ozt 18 11:13:43 2010 1

Status: Up, Encapsulation: WVPLS

Tims last up # Up trans

This output shows the status of the VPLS from site 1 and site 3 to site 2 (refer to the example network). Remember that site 1
and site 3 were configured under the same VPLS routing instance. Based on the output on the graphic, the 3 sites should be
able to communicate with each other with no problems. You should not be alarmed when you see a status of LM for the site 3 to
site 2 connection. When two or more sites are configured under one VPLS instance, the site with the lowest site ID will form the
connection to the remote site. All other sites in the local VPLS instance, will use that same connection (pseudowire) to forward
and learn. Remember, all of the sites configured under the same VPLS routing instance are also using the same, single MAC

table.
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Flood Routes

= View the flood routes to determine which interfaces
are actively being used for flooding

user@PEl> show wpls flood extensive
MName:
CE=:
VEs:
Name:
CE=s:
VE=:
Flood route prefix: 0x30004/51
Flood route type: FLOOD GRP_COMPE NH
Flood route owner: _ ves
Flood group nams: _ ves
Flood group indexn: 0
MNexthop type: comp
HNexthop index: 734
Flooding to:
Name Type NhTvpe Index
_all ces Group comp 715

_ juniper privatel

vpn-a

Composition: split-horizon
Flooding to:

Nams Tvpea NhTvpe Index
ge-1/0/4.515 CE ucst 558
ge-1/0/5.515 CE ucst 559
ge-1/0/6.515 CE ucst 663
lt-1/0/10.0 CE ucst 679

To determine the current flooding behavior of the VPLS, use the show vpls Flood command. This command will help you
determine which interfaces are being used to learn and forward. If you have configured an active interface for a multihomed PE,
this command is great to help determine which interface is currently active.

Why are there so many flood routes? You should normally expect to see 3 flood routes in the VPLS forwarding table. The flooding
behavior on a PE is based upon the interface that BUM traffic arrives on. If BUM traffic arrives from a locally connect CE, then
the traffic needs to be flooded to all local CEs (except the one the traffic came from) and to all remote PEs. If BUM traffic arrives
from a remote PE, then the traffic needs to be flooded to only local CEs, not to any remote PE (because of PE full-mesh). If BUM
traffic arrives from the Routing Engine (RE), then the traffic needs to be flooded to all local CEs and to all remote PEs. There
should be a flood route for each of the three scenarios.
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View the MAC Table

= View the MAC table to determine what MAC
addresses are being learned

uzer@PEl> show wvpls mac-table

MaAC flages (8 —-=tatic MAC, D —dynamic MAC,
SE —-Statistics enabled, NM -Non configqured MAC)

Fouting instance : vpn-a

Eridging demain : _ vpn-a , VLAN : NA
MAC MAC Logical
address flags interface
g0:71:1f:<c3:07:7d D ge-1/0/5.515
80:71:1f: c3:07:7F D ge—-1/0/4.515
80:71:1f: c3: 4ot Te D 1t-1/0/10.0
80:71:1f:c3:4c: 7F jn] vt-1/0/10. 10494600

Use the show vpls mac-table command to see the routing engines copy of the MAC table. To clear the table, use the
clear vpls mac-table command.

VPLS Statistics
" View the statistic to see valuable information about
the traffic being forwarded by the VPLS
user@PEl> show wpls statistics
WEPLS statistics:
Instance: vpn-a
Local interface: ve-1/0/10.104%600, Index: @8
Femote PE: 192.168.2.Z2
Broadcast packets: 3
Broadcast bytes 180
Multicast packets: 0
Multicast bytes 0
Flooded packets 0
Flooded bytes : 0
Unicast packetz 15
Unicast bytes . 1530
Current MAC count: 1
Local interface: ge-1/0/4.515, Index: 78
Broadcast packets: 321
Broadcast bytes 19260
Multicast packets: 0
Multicast bytes 0
Flooded packet=z 0
Flooded bytes : 0
Unicast packets 42343
Unicast bytes : 4316382
Current MAC count: 1 (Limit 1024)

The following fields are present in the output of the statistics command:
. Instance: Name of the VPLS instance.

. Local interface: Name of the local VPLS virtual loopback tunnel interface,
vt-fpc/pic/port.nnnnn, where nnnnn is a dynamically generated virtual port used to transport and receive
packets from other PE routers in the VPLS domain.
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VPLS NLRI
= View the BGP routes in the VPLS VRF
userd@PEl> show route table vpn-a extensive
vpn-a.lZ2vpn.0: 3 destinations, 3 routes (3 active, 0 holddown,
RD:Site # Offset
192.168.2.2:1:2:1/96 (1 entry, 1 announced)
*BGE Preference: 170/-301
Foute Distinguisher: 1592.168.2.2:1
Next hop tvpe: Indirect
Next-hop reference count: 5
Source: 1%2.168.Z2.Z2
Protocol next hop: 1%2.168.2.2
Indirect next hop: 2 no-forward
State: <Secondary Actiwve Int Ext>
Local AS: 65512 Peer AZ: 65512
Age: 31:06 MetricZ: 1
Task: BEP 65512.192.168.2.2+179
Announcement bits (1): O-wpn-a-12vpn
A8 path: I
Communities: target:65512: 100 Layer2-info:
flags:, mtu: 0, =zite preference: 300
Import Accepted
| Label-baze: 800000, randge: & |
Localpref: 300
Router ID: 1%2.168.Z2.2
Primary Routing Table bgp.lZvpn.0O
Indirect next hops: 1

Index: Number associated with the next hop.

Remote provider edge router: Address of the remote PE router.
Multicast packets: Number of multicast packets received.
Multicast bytes: Number of multicast bytes received.

Flood packets: Number of VPLS flood packets received.

Flood bytes: Number of VPLS flood bytes received.

Current MAC count: Number of MAC addresses learned by the interface.

0 hidden)

encaps: VPLS, control

This capture shows the contents the vpn-name . 12vpn .0 table. This table displays all received label blocks from remote sites

that have the correct target community attached.
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mpls. 0:

+ = Active Route,
I}

1

2

g00oog

7 destinations,

user@PEl>» show route table mpls. 0

7 routes (7 active,

- = Last Active, * = Both

*[MPLE/0] 3d 06:53:48, metric
Recelve

*[MPLE/0] 3d 06:53:48, metric
Recelve

*[MPLES/0] 3d 06:53:48, metric
Recelve

*[WVPLES7] 00:37:22

> via vt-1/0/10. 10458500, Fop

0 holddown,

0 hidden)

Arriving packets have MPLS header popped
and sent to Services PIC using YT interface

The capture displays the mpls_0 table, which is the table used to forward packets that arrive from the provider’s core. This
graphic shows that packets that arrive from the provider encapsulated with an MPLS label of 800009 have the MPLS header
popped and the resulting Ethernet frame forwarded to the VPN tunnel interface, vt-1/3/10.1049600.

VPLS Forwarding Table

and the CEs

Routing table: wpn-a.vpls

WELS:

Destination

default perm
vt-1/0/10.1042600 intf
0=30004/51 user
B0:71:1f:c3:07:7d/ 48 user
B0:71:1£:c3:07: 7€/ 48 user
B0:71:1f:c3:4c: 7/ 48 user
BO0:71:1f:c3:4c: 7f/ 48 user
ge-1/0/4.515 intf
ge-1/0/5.515 intf
ge-1/0/6.515 intf
lt-1/0/10.0 intf
0=30002/51 user
0x30001/51 user

Type RtRef MNext hop

0
0

0

o e T e e R s Y e

dscd 523
indr 1048575

172.22.220. 2 Push g00000,

comp 734

0 ucst B59

0 ucst 658

il ucst 664

il indr 1048575

172.22.220.2 Push 800000,
ucst 658
ucst 659
ucst BE3
ucst [aYag:
comp 723
comp 720

" ypn-name. vpls is used by the PE router to forward
iIncoming VPLS traffic from the VT interfaces (core)

* | earned MAC address are stored here as well

uzer@PEl> show route forwarding-table family wvpls

Type Index NhRef Hetif
1

Push 302608 (top)

2

5 ge-1/0/5.515
5 ge-1/0/4.515
3 1t-1/0/10.0

Push 302608 (top)
ge—1/0/4.515
ge—-1/0/5.515
ge-1/0/6.515
1t-1/0/10.0

5

| o e R N Rt N

706 2 ge-1/0/0.220

706 2 ge-1/0/0.220

The vpn-name . vpls table is essentially the packet forwarding engine’s copy of the MAC table. All learned MAC addresses are
placed in this table along with its next hop. A benefit of looking at this table is that it is possible to see the MPLS label stack that
will be used when forwarded traffic to a particular MAC address.
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Review Questions

1. What can be configured to prevent a loop when a
CE is multihomed to a single PE?

2. What can be configured to prevent a loop when a
CE is multihomed to two PEs?

3. When tunnel services are not available, what

configuration is necessary to allow for the operation
of VPLS?

4. What is the purpose of having different VPLS flood
routes?

Answers to Review Questions
1.

To prevent a layer 2 loop when a CE is multihomed to a single PE, you must configure either primary/backup link, LAG, ERP, or a
spanning tree protocol.

2.

To prevent a layer 2 loop when a CE is multihomed to multiple PEs, you must use BGP for signaling which automatically prevents a loop
or when using LDP for VPLS signaling specify a neighbor and a backup neighbor.

3.

When tunnel services are not available (no Tunnel PIC) the command no-tunnel-services can be enabled to use LSI interfaces instead of vt
interfaces.

4.

The flooding behavior on a PE is based upon the interface that BUM traffic arrives on. If BUM traffic arrives from a locally connect CE,
then the traffic needs to be flooded to all local CEs (except the one the traffic came from) and to all remote PEs. If BUM traffic arrives
from a remote PE, then the traffic needs to be flooded to only local CEs, not to any remote PE (because of PE full-mesh). If BUM traffic
arrives from the RE, then the traffic needs to be flooded to all local CEs and to all remote PEs. There should be a flood route for each of
the 3 scenarios.
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Chapter 18: Interprovider VPNs

This Chapter Discusses:
. Junos operating system support for carrier of carriers; and

. Junos support for interprovider virtual private networks (VPNSs).

Carrier-of-Carriers Model

Customer Customer Externa
External Site 1 Service Site 2 Routes
Routes /@ Provider A ‘—)
L. P—= PE $P PEE S—
ASBR CE Top CE ASBR
Global Addressing Global Addressing

This model allows service provider A to offer a backbone service to the customer, another service provider. Assume the
customer is a new service provider that has a point of presence (POP) in a few sparse locations with no backbone network to
interconnect those POPs. The customer (the new service provider) can purchase the carrier of carrier service from the service
provider A to interconnect its sites making the customer network appear as a single autonomous system (AS) without service
provider A having to carry the external routes learned by the customer. The details of this model are discussed in the
subsequent sections.

Interprovider VPN Model

Customer  Provider 1 Provider 2 cystomer
Site 1 Site 2
PE-C1 ASBR ASBR PE-C2
Private Addressing Private Addressing

This model allows for a Layer 3 VPN, BGP Layer 2 VPN, or a BGP virtual private LAN service (VPLS) to extend between
autonomous system or service providers.
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Carrier-of-Carriers VPN Support

Extemal Customer Customer Extemal
VPN Site 1 Service Site 2 R\;Etts
Routes Provider A % ‘—)
—__-_-""-'——-
— —M $p PE GE ]
PE-C1 CE-1 ~SP CE-2  pEco
(ASBR) (ASBR)
LSP LSP
Private Private
Addressing Addressing

This model is a combination of the two models discussed on the previous section. In this model, the customers of service
provider A will be providing VPN service to its own customers. The details of this model are described in subsequent sections.

Option A

= Option A describes EBGP VRF table-to-VRF table
operation between ASBRs

* Serious scalability issues
« Separate VRF table required for each VPN
* Provider PE router must house all customer VPN routes

* Inherently supported by the Junos 0OS

& T VPNEB Unlabeled VPN routes YENB o
' | Site 1 Site 2 ( .
. 4 ASBR-1 ASBR-2 N 4

SP1 SP2 VPN A

Site 1

RFC 4364 describes three methods of providing multiple AS backbones. Option A is the least scalable of the options. This option
requires that the autonomous system boundary routers (ASBRs) maintain separate VPN routing and forwarding tables (VRFs)
and store all of the associated routes for every one of its customers. Although this option is supported by the Junos 0S, it is not

a recommended solution.
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Option B

= Option B describes MP-EBGP-labeled route
distribution between ASBRs

e Better than Option A as ASBRs do not need per-VPN VRF
tables

 Still has scalability issues
« Requiresthat ASBRs carry VPN routes and state for transit MPLS

sessions

- Labeled YPN Routes Y P -
D PME  pppgP MPBGP  Sitg 2 N
_ ) Site 1 ¥y, L LR ; /
L ..‘ te  ASBR1 ASBR-2 S

PE-1 P-1 : ;
*s EBGP o
.....lll-lll.““
MP-EBGP
VPN A SP1 SP2 VEN A
Site 1 Site 2

With option B, the ASBRs does not need to maintain separate VRF instances for each VPN. However, the ASBR will still have to
keep VPN routes in a single routing table, bgp.13vpn.0 for L3VPN routes. Through an EBGP session between one another, the
ASBRs will then exchange VPN routes as label routes. The EBGP advertised labels are used stitch together the label-switched
paths (LSPs) that terminate between provider edge (PE) and ASBR.
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Option C

= Option C describes MP-EBGP-labeled route distribution
between source and destination ASs

* ASBRs now only carry internal routes

* Requires 1akeled-unicast family on ASBR-ASBR MP-EBGP
sessions

» External prefixes are exchanged through |/EBGP sessions
between provider PE routers
« EBGP requires multihop

LSP with Multinop EBGP

VPNB Il"'--.-.-.-.-...l.. VPNB i
) Site 1 sawntt For ¥PN Routes e Site 2|
- .
— 2l ASBR-1 ASBR-2

»
FE-1 P-1
EBGP

EEGP Session with
lakeled-unicast

WER A SP1 SP2 YEM A
Site 1 Site 2

This option is generally accepted as the most scalable solution for interprovider VPNs. This option allows the PE routers in
different autonomous systems to exchange VPN routes (Layer 3 VPN, BGP Layer 2 VPN, or BGP VPLS) using a multihop BGP
session. The ASBRs do not need to store any VPN routes in this case. Instead, the ASBRs will exchange the internal networks of
each service provider (most importantly the loopback addresses of the PEs) using labeled IP version 4 (IPv4) routes. The labels

associated with the internal networks will be used to stitch together the MPLS LSPs that exist between PE and ASBR in the
service provider networks.

Service Provider Routers

Customer Customer Exter
; xternal
External Site 1 Service Site 2 Rout
Routes -ovider oJtes
MPLS i%?l% MPLS
e—e S O>—
ASBR-1 CE1 CE-2 ASBR-2
LSP

= Service provider routers:

* P routers maintain only provider internal routes

* PE routers maintain provider internal and customer internal
routes

* PE routers do not carry customer external routes

The service provider’s P routers only maintain routes internal to the provider’s network. The PE routers maintain both provider
internal routes and customer internal routes. Customer-specific VRF tables on the PE routers house the customer’s internal
routes. These routes normally consist of at least the customer’s /32 loopback addresses. The provider’s PE routers do not carry
the customer’s external routes, which is critical to the overall scalability of this model.
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Customer Routers

= Customer routers:
* CE routers maintain internal routes and external routes
learned from their customers
* ASBRs interface to downstream subscribers to exchange
internal routes (subscriber internal = customer external)

The customer’s routers must maintain both customer internal and external routes. The customer’s external routes are those
learned from the customer’s downstream subscribers.

LSP Signaling Needed in Service Provider Network

Because the provider’s network uses MPLS forwarding, an LSP must be established between provider PE routers. This LSP can

be established with RSVP or LDP signaling. In this example, the LSP is established using RSVP; PE-1 is assigned MPLS label 30
by the P router.

MP-BGP Signaling Between PE and CE Routers

= MP-BGP signaling between CE and PE routers
e Uses labeled-unicast address family

The customer edge (CE) routers use EBGP with labeled-unicast network layer reachability information (NLRI) to exchange
labeled routes with the provider’s PE routers. The use of labeled routes allows the provider to extend its LSPs to the customer CE
router, which thereby eliminates the need to carry customer internal routes in its P routers. While the customer’s network does
not require MPLS signaling, the CE router must support the family MPLS on its PE-facing interface, because it must send labeled
packets.

IBGP/EBGP Signaling Between Customer ASBRs

= |IBGP/EBGP signaling between ASBRs

e Full mesh (except CE routers) for IBGP, multihop for EBGP
« Route reflection possible to improve scalability

* BGP sessions between ASBRs are tunneled over LSP in
provider's backbone

Once the customer’s internal routes are exchanged across the provider's backbone, the ASBRs can establish internal BGP
(IBGP) (same AS numbers) sessions or multihop EBGP (different AS numbers) sessions through the provider’'s backbone for the
purposes of exchanging external routes. A full IBGP mesh is needed between routers at the customer sites when using IBGP,
except for the CE routers, which peer indirectly using the provider’'s backbone. Because this example demonstrates the use of
EBGP, only the peering session between ASBR-2 and CE-1 is needed. The second BGP session between the two ASBRs (shown
as a dotted line) is only required for IBGP peering when the customer sites share the same AS number.
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Signaling: Step by Step

‘\éﬂﬁ 10

| e
. EBGP Multihop f
I Session

External |
Route

| Customer Site 1

ASBR-1
.\5j MP- EBGP

IBGP

MP-IBGP
Site 2 Internal Route Label 101

Service
Provider

AS=64512
AS=11

Customer Site 2;

2

Esternal
Route

Tosite 1

(EBGP)

§]
Exsternal

30 LSP

Site 2 Internal

—&— Route
C$ ﬁﬁM—

WP-EBGP
Site 2 Internal
Route Label 200

ASBR-2 Subscriber
1

IBGF
Route = ¥

Site 2 Internal

Route Label 300

The details of the signaling exchanges shown on the graphic are:

1. The IGP at customer Site 2 exchanges internal reachability with CE-2. ASBR-2 establishes an IBGP neighbor
relationship with CE-2.

2. CE-2 selectively advertises Site 2’s internal routes to the provider’s PE-2 router using multiprotocol EBGP
(MP-EBGP) with support of labeled-unicast routes. These routes are advertised with a valid label, which is
200 in this example.

3. PE-2 houses Site 2’s internal routes in a VRF table and uses MP-IBGP to send labeled VPN-IPv4 routes to PE-1. The
route to ASBR-2 is assigned Label 101 in this example.

4, PE-1 uses MP-EBGP to send Site 2’s internal routes to CE-1. PE-1 changes the BGP next hop. Therefore, it must
assign a new label to the prefix advertised (Label 300 in this example).

5. After receiving the labeled route, CE-1 distributes Site 2’s internal routes to ASBR-1 using IBGP. No labels are
needed, because conventional IP forwarding is used within the customer sites. At this point, the ASBRs can
establish an EBGP multihop session through the provider’s backbone. This session is tunneled through the LSP in
the provider’s network.

6. ASBR-2 learns an external route x from one of its subscribers. IBGP conveys external routes from ASBR-2 to CE-2.
PE-1, PE-2, and P routers never become aware of the external route advertisement x.

7. The external route x is now advertised to ASBR-1 using the EBGP session established at Step 5. No labels are
associated with this route due to the lack of MPLS forwarding in the customer networks.

8. External route x is advertised by ASBR-1 to its downstream subscribers as well as to CE-1.
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This graphic uses step numbers to describe the forwarding operations between ASBR-1 and ASBR-2. The result is the need for a

two-level label stack in the provider’'s network.

Forwarding: Step by Step

The details of the forwarding operation shown on the preceding graphic are:

1.

2
3.
4

A packet addressed to external route x arrives at ASBR-1.
ASBR-1 forwards this unlabeled packet towards CE-1 using the IGP’s shortest path.
CE-1 pushes Label 300 onto the packet and forwards it to PE-1.

PE-1 swaps the top label with the value received from PE-2, and pushes an MPLS label (30 in this example) onto
the stack. The P router pops this top label (PHP) such that PE-2 receives a packet with a single label.

PE-2 swaps the VRF label with the label advertised by CE-2 and forwards the packet out the VRF interface to CE-2.
CE-2 pops the MPLS label and routes the native packet using Site 2's interior gateway protocol (IGP).

ASBR-2 performs a longest-match lookup and routes the packet towards destination x.

© 2013 Juniper Networks, Inc. All rights reserved.
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Carrier-of-Carriers Sample Network

Provider Core 200.0.0/24
A3 65512
510 Site 1 OSPF Area O Site 2 AS11

OSPF Area O OSPF Area O
10.0.50.0/24 10.0.200/24 172.222200/24 17222 2220/24 10.0.21.0/24 10.0.60.0/24

21 \ N Y L2 21 LN A L2

ge-1/1/4 ge-1/0/1 ge-1/0/4
ASBR-1 CF-1 PE-1 P-1 PE-2 CE-2 ASBR-2
o0 192.168.12.1 o0 192,165 2.1 loD 192.168.2.2 100 192168 12.2
100192168123 o0 192.168.12.4

= Sample network:

« AS 65512 provides carrier-of-carrier services to its
customersin AS 10 and AS 11
+ LSP established between PE routers
 Policy exists on CE routers to advertise /32 loopback
addresses to provider
+ EBGP with labeled-unicast NLRI between CE and PE routers
*« ASBR-1 and ASBR-2 routers establish a multihop EBGP
session to advertise external routes (200.0.0/24)

This graphic provides a sample network; the following list provides the details of this network. The following sections show
various configuration-mode and operational-mode screen captures relating to this network.

. Provider network: The provider’s network is assigned AS 65512 and has already established an LSP between PE-1
and PE-2 using RSVP. The PE routers have a VRF table configured, along with the necessary VRF target community
and route distinguishers.

. Policy on CE routers: The CE routers are configured to run MP-EBGP with the PE routers and have a policy in place
to ensure that only internal prefixes are advertised to the PE routers.

. ASBR-1 and ASBR-2 routers exchange external routes: A multihop EBGP session is configured between the ASBRs
because the customer networks are assigned differing AS numbers. ASBR-2 advertises the external route 200.0.0/
24 to ASBR-1 using this EBGP session.
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ASBR-2 Configuration
userfasbr-2# show protocols bgp user@asbr-2 # show policy-options
export 200; policy-statement 200
group int { term 10
type internal: from {
local-address 1%2.168.12.4; route-filter 200.0.0.0/24 exact;
neighbor 15%2.168.12.2; }
1 then accept;
group ext { 1
type external; term 20 {
multihop: then reject;
local-address 18%2.168.12.4; }
peer-as 107 }
neighbor 192.168.12.3;
i

This graphic lists the key aspects of ASBR-2’s configuration. An IBGP session is configured to CE-2, and a multihop EBGP
session is configured for ASBR-1 at Site 1.

The 200 policy in ASBR-2 ensures that only external routes (200.0.0/24 in this example) are sent to ASBR-1. The default IBGP
policy causes all external routes ASBR-2 learns through EBGP to be sent to CE-2.

This policy is rather simple and requires changes for each new external route. A more scalable solution involves an AS path
regex that blocks all internal routes and only accepts routes whose AS-path attribute does not begin with 11.

CE-2 Configuration
= Redistributes internal /32s to PE-2; family inet
labeled-unicast needed on EBGP peering
SESSIon
user@ce-2# show protocols bgp userlce-2# show policy-options
group int { policy-statement internals {
type internal; term 10 {
local-address 1%2.168.12.24; from {
export nhs; route-filter 192.168.12.2/32 exact:
neighbor 192.168.12.4; route-filter 192.168.12.4/32 exact:
b ¥
group ext { then accept:
type external; i
family inet { term 20 { |
labeled-unicast; then reject;
} b
export internals; }
peer—-as 65512 policy-statement nhs |
neighbor 10.0.21.1; term 10 {
B then {
next-hop self:;

This graphic lists the key aspects of CE-2’s configuration. An IBGP session is configured to ASBR-2, and an MP-EBGP session is
configured for communications with PE-2.

The MP-EBGP session has the labeled-unicast family configured, which is required for the exchange of labeled routes
between CE and PE routers.
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CE-2 has an EBGP export policy in place that causes it to only advertise the /32 routes associated with Site 2’s loopback
addresses. The leaking of other internal routes (that is, OSPF and direct connect) are not strictly required but can aid in
troubleshooting. With this configuration, we must take care to source pings and traceroutes for the loopback addresses of

customer site routers.

PE-2 Configuration

unicast family

userfpe-2# show routing-instances

vpn {
instance-type vrf;
interface ge-1/0/4.0;
route-distinguisher 152.166.2.2:100;
vri-target target:65512:100;
protocols {

bgp {
Jroup vpn
type external;
family inet {
labeled-unicast:
¥
peer—as 11;
neighbor 10.0.21.2;
¥
¥

}

=" PE router’'s VRF table also supports inet labeled-

userlipe-2# show protocols mpls
label-switched-path peli-to-pel |
to 1%2.168.2.1:
no-cspis
i

interface all:

This graphic lists the key aspects of PE-2’s configuration. An MP-EBGP VRF routing instance is configured for communications

with CE-2. Also shown is an LSP that terminates on PE-1.
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Carrier-of-Carriers Operation: CE-1

userfice-1> show route receive-protocol bgp 10.0.20.1 detail
inet.0: 11 destinations, 11 routes (11 actiwve, 0 holddown, 0 hidden;

* 1%2.168.12.2/32 (1 entry, 1 announced)
Aocepted
Foute Label: 300112
Nexthop: 10.0.20.1
AS path: 65512 11 I
Communities: target:65512:100

* 1%2.168.12.4/32 (1 entry, 1 announced)
Accepted
Route Label: 300128
Wexthop: 10.0.20.1
AS path: 5512 11 I
Communities: target:65512:100

This graphic shows that CE-1 is receiving the internal routes from Site 2 through its Multiprotocol Border Gateway Protocol
(MP-BGP) session to PE-1. These routes are labeled due to the provisioning of family labeled-unicast on the MP-EBGP
session.

Carrier-of-Carriers Operation: CE-1

userfce-1> show route 200.0.0.0 detail

inet.0: 11 destinations, 11 routes {11 active, 0 holddown, 0 hidden)
200.0.0.0/24 (1 entry, 1 announced;

*BiP Preference: 170/-101
Next hop type: Indirect
Next-hop reference count: 3
Source: 152.168.12.3
Next hop type: Router, Next hop index: 765
Wext hop: 10.0.20.1 via ge-1/1/4.0, selected
Label operation: Push 300123
Protocol next hop: 152.168.12.4
Indirect next hop: 27564b0 1048577
State: <Active Int Ext>
Local AS: 10 Peer AS: 10
BZge: 18:04 MetricZ: 0
Task: BGP 10.1%2.168.12.3+61133
Announcement bits {(2): 0-KRT 4-Resolve tree 1
RS path: 11 I
Rocepted

This graphic shows that CE-1 learns about the external prefix 200.0.0/24 from ASBR-1 through its IBGP peering session. Even
though the route is learned from ASBR-1, the next hop is ASBR-2 (192.168.12.4). The BGP next hop is associated with a label

and push operation. Thus, CE-1 routes packets addressed to 200.0.0/24 by pushing label 300128 and forwarding the labeled
packet to PE-1 (10.0.20.1) for ultimate delivery to ASBR-2.
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Carrier-of-Carriers Operation: PE-1

= PE-1's VPN MPLS forwarding table:

* Swap/push operations create two-level label stack in

provider core
userlipe-1> show route table wpn.mpls.0 detail

vpn.mpls.0: 2 destinations, 2 routes (2 active, 0 holddown, 0 hidden)
300112 {1 entry, 1 announced)
VPN Preference: 170

Next hop type: Indirect

Next-hop reference count: 2

Source: 192.168.2.2

Mext hop type: Router, Next hop index: 776

MNext hop: 172.22.221.2 via ge-1/0/1.221 weight 0xl, selected

Label-switched-path pel-to-pel

|Label operation: Swap 299304, Push 302368 (top)|

Protocol next hop: 152.168.2.2

Swap 2%5504

Indirect next hop: Z28aabd0 1048583

State: <Active Int Ext>

Local AS: 65512

Age: 20:44 Metricz: 4
Taszsk: BGP RT Background
Announcement bits (1) : 0-ERT

This graphic shows a portion of PE-1's vpn.mpls. 0 switching table for the VRF instance called vpn. When PE-1 receives a
packet with Label 300112, it swaps the top label with Label 299904 and then pushes an RSVP label (Label 302368) onto the
top of the stack.

After PHP, PE-2 receives a packet with Label 299904, which it swaps with the label learned from CE-2 (labeled unicast route)
before forwarding the singly labeled packet to CE-2.
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Carrier-of-Carriers Operation: ASBR Traceroute

= Traceroute must be sourced from ASBR-1's loopback
address in this example:

e If icmp-tunneling is not configured, P router hops are
seen as traceroute timeouts due to preservation of TTLin all
MPLS headers

userfasbr-1> traceroute 200.0.0.2 source 192.168.12.3

traceroute to 200.0.0.2 (200.0.0.2) from 1%2.168.12.3, 30 hops max, 40 byte
packets

1 10.0.50.1 (10.0.50.1) 0.38% ms 0.302 ms 0.281 ms
2 10.0.20.1 (10.0.20.1; 0.402 ms O0.381 ms O0.365 ms
MELS Label=300144 Cos=0 TTL=1 s5=1

B:t‘k‘k

E S
5 10.0.21.2 (10.0.21.2) 0.5%3 ms 0.465 ms 0.46]1 m=
MPLS Label=29%776 CoS=0 TTL=1 s5=1
& 10.0.60.2 (10.0.e0.2) 0.40% ms !N 0.3%0 ms !N 0.386 ms !N

=

This graphic shows a successful traceroute from ASBR-1 to the external route 200.0.0/24. Because only the /32 routes
associated with customer loopback addresses are leaked, we must source the traceroute from the loopback address of ASBR-1.

In this example, the external route is a static route on ASBR-2, so hops beyond ASBR-2 are not present. Also, because the
provider core routers (main routing instances) do not have routes associated with the customer networks, core router hops show
up as timeouts.

Service Provider Routers

Customer Site 1 Serv_ice Customer Site 2
External Provider External
Routes ASER ASER Routes
ASBR ASBR _$_
ASE
~e e @ "2 " g
PE1 P CE1 LSP CE-2

LSP

= Service provider routers:
* P routers maintain only P-internal routes
e PE routers maintain P-internal and C-internal routes

The service provider’s P routers only maintain routes internal to the provider’s network (P-routes). The PE routers maintain both
P-routes and customer internal routes (C-routes). The C-routes are housed in customer-specific VRF tables on the PE routers and
normally consist of at least the customer’s /32 loopback addresses. The provider’s PE routers do not carry the customer’s
external routes (C-external), which is a critical aspect of the overall scalability of this model.

LSP
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Customer Routers

= Customer routers:
* CE routers maintain C-internal routes
* PE routers maintain both C-internal and C-external routes (VRF
tables house C-external routes)
* LSPs required between customer PE and CE routers

The customer’s routers must maintain both C-internal and C-external routes. External routes are those learned from the
customer’s downstream subscribers and are now stored in site-specific VRF tables. Unlike the previous examples, the support
of VPN routes requires that LSPs be established between customer PE and CE routers. These can be established using either
RSVP or LDP. The use of LSP-based forwarding within the customer networks accommodates private/local use addressing.

ASBRs

ASBRs can be PE or CE routers and are used to connect with other autonomous systems. ASBRs advertise labeled routes
between autonomous systems and maintain switching tables that allow them to stitch together LSPs existing in adjacent
networks.

Three-Level Label Stack Required

= Three-level label stack in provider and customer networks
* MP-I/EBGP needed for labeled route exchange

The presence of VRF-related labels results in the need to support three levels of label stacking in the provider and customer
networks. In the case of PE-1, the three labels have the following functions:

1. The bottom label is the VRF label assigned using MP-BGP. This label does not change as the packet is forwarded.

2. The middle label is assigned by the downstream ASBR (CE-1, in the case of PE-1) and is used by the ASBR to
associate the packet with the LSP leading to the next ASBR in the path.

3. The top label associates the packet with the LSP connecting PE-1 to CE-1 and is assigned by RSVP or LDP.

Because an LSP must be established across AS boundaries to interconnect customer PE routers, labels must be communicated
along with the NLRI advertised by ASBRs. Although a protocol such as LDP could be used for this purpose, the Junos 0S
currently supports MP-BGP for this purpose.

RFC 3107, Carrying Label Information in BGP-4, specifies labeled routes. Labeled route advertisements use SAFI 4 and differ
from VPN-labeled routes in that there is no route distinguisher or route target communities in the advertised NLRI. Simply put,
labeled routes allow the binding of an MPLS label to the advertised IPv4 NLRI. ASBRs use the advertised labels to build MPLS
switching tables that result in an end-to-end LSP spanning multiple autonomous networks.

Within an AS, labeled routes are sent using MP-IBGP while MP-EBGP is used across AS boundaries.

LSP Signaling Needed in Service Provider and Customer Networks

Because MPLS forwarding is now used end to end, LSPs must be signaled in both the customer and provider networks. The LSP
signaling protocol need not be the same; the customer can use LDP while the provider uses RSVP.

MP-BGP Signaling Between Provider PE and Customer CE Routers

As with the previous application, the customer’s CE routers use EBGP with labeled-unicast NLRI to exchange labeled
routes with the provider’s PE routers. The use of labeled routes allows the provider to extend its LSPs to the customer CE router
and thereby eliminate the need to carry customer internal routes in its P routers.
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IBGP/EBGP Signaling Between Customer ASBRs

= |IBGP/EBGP signaling between customer PE routers

* Full mesh among customer PE routers with common VPNs
* RRimproves scalability—no-nexthop-change command
* BGP sessions between customer PE routers are tunneled over
LSP in provider's backbone and use family inet-vpn
Once the customer’s internal routes are exchanged across the provider’s backbone, the ASBRs (PE-1 and PE-4) can establish

IBGP (same AS numbers) sessions or multihop EBGP (different AS numbers) sessions through the provider’s backbone for the
purposes of exchanging external routes. In this case, the routes are exchanged using MP-BGP and are labeled VPN routes.

To improve scalability, the customer networks can use route reflection. The two route reflectors peer using MP-EBGP. A
command called no-nexthop-change is required to tell the route reflectors to pass—unchanged—the third party next hops to
their clients.

Signaling: Step by Step

r-—-—-"="="=- B = = 7

. EBGPMulihop | lEIEEl 1 \ ToSite 1

1 Session Site 2 Internal Route Label 1001 (MP-EEGP)
External Route x

Customer Site 2 * Route Label 1004
I

Euternal |
Route
%

Service
Provider

« Cust Site 1
I Lstomer ol AS=64517

AS=10 i5=11 T Extemal

& LSF $ %“"*—-—-.______% $ Route
PE-Z2 P PES \/ From
PEf\CJE-l 4 TP Subsonber
[} ) WMP-EBGF :L
MP-IBOE tP-EBGP

Site 2 Internal Site 2 Internal = IGF Internals
Route Label 1020

Site 2 Internal
Route Labal 1020 Route Label 1007

The details of the signaling exchanges shown on the graphic are:

1. The IGP at customer Site 2 exchanges internal reachability with CE-2. External (VRF) routes are not sent to PE-3.

2. CE-2 selectively advertises Site 2’s internal routes to the provider’s PE-3 router using MP-EBGP with support of
labeled-unicast routes. The route to PE-4 is sent with a label value used to associate packets with the LSP to
PE-4 in Site 2 (1020 in this example).

3. PE-3 houses Site 2’s internal routes in a VRF table and uses MP-IBGP to send labeled VPN-IPv4 routes to PE-2. The
route to PE-4 is assigned Label 1001 in this example.

4, PE-2 uses MP-EBGP to send Site 2’s internal routes to CE-1. Because PE-2 has changed the BGP next hop (as is
always the case with ASBRs), it must assign a new label to the prefix advertised (Label 1007 in this example).

5. After receiving the labeled route, CE-1 distributes Site 2’s internal routes to PE-1 using MP-IBGP. Unlike the
carrier-of-carriers application, this exchange involves labeled-unicast routes, and therefore requires MP-IBGP.
Because CE-1 is also an ASBR, it rewrites the BGP next hop and must therefore assign a new label (Label 1020 in
this example).

At this point, the ASBRs (PE-1 and PE-4) establish an MP-EBGP multihop session through the provider’s backbone. This BGP
session is tunneled through the LSP in the provider’s network and is used to carry labeled VPN routes. This session should be
contrasted to the carrier-of-carriers application, in which MP-I/EBGP was not needed due to native IP forwarding within the
customer networks.
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6. Here, PE-4 learns an external route x from one of its VPN subscribers.

7. The external route x is now advertised to PE-1 using the MP-EBGP session established at Step 5. This NLRI
advertisement includes the VRF label that PE-4 expects to receive for routes associated with this particular VRF
instance.

8. PE-1 advertises the external route to its downstream VPN subscribers.

Carrier-of-Carriers VPN Data Forwarding

=== — e e e e T T T T
EBGP Multihop /] MP-IBGP 1 \1osite 1

! Session Site 2 Internal Route Label 1001 (MP-EBGP)

1 External Route x

. Provider - Route Label 1004
Customer Site 1 Customer Site 2+ mou
! AS=F4517 |

AS 10

! $ % e AS=11 )y
LSP PE-3 HM
J‘ Teans® P LT .°-.
g PE g S~ Axo &r
$ \JE R “  MPEBGP a

MP-IBGP MP-EBGP

Service

Site 2 Internal Site 2 Internal J' Site 2 Internal LsP IGP Internals
Route Label 1020~ Route Label 1007 Route Label 1020
. )
1007 1001 1020 -
DA=y
DAex T = 04 1004 T3 1003
Packet @ PE1 A 1004 DA=x DA=x DA=x DA=% Native packet
acke .
addressed tox ~ CElSwaps DA=x PHPby PESSwaps CEZ pops FEIel :L?ggsrri%i:?(
1020 toplabel  pEocwapstop Prouter P label top label VRFéa bel
, [H2= label, and (PHP)
DA=x pushes MFLS
label 1008
PE1 pushes
label 1004 and 1020 -
e S = Requires three-level label stack

This graphic uses steps to describe the forwarding operations between PE-1 and PE-4 in an interprovider VPN application. The
result is the need for a three-level label stack.

Forwarding: Step by Step
The details of the forwarding operation shown in the preceding graphic are:
1. A packet addressed to external route x arrives at PE-1.

2. PE-1 pushes two labels onto the packet: the inner label is the VRF label assigned by PE-4, and a second label
assigned by CE-1 (to associate the packet with the LSP to PE-4). In this one-hop LSP example, PHP results in the
absence of a third RSVP/LSP label used to associate the packet with the LSP between PE and CE routers.

CE-1 receives the labeled packet and swaps the top label.

PE-2 receives the labeled packet and swaps the top label with the value received from PE-3 while also pushing the
MPLS label (Label 1008 in this example) onto the stack.

5. The P router pops the top label (PHP) so that PE-3 receives a packet with only two labels.
6. PE-3 also performs a swap on the top label before forwarding the packet to CE-2.

7. Being the penultimate router for the LSP to PE-4, CE-2 pops the label stack and sends the resulting VRF-labeled
packet to PE-4.
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PE-4 pops the VRF label and consults the corresponding VRF table to perform a longest-match lookup on the now

unlabeled packet.
The native packet is forwarded out PE-4’s VRF interface towards the subscriber to which it is addressed.

8.

9.

AS 65512 Provides Carrier-of-Carriers Services

17215/16 Provider Core 172.16/16
215/ AS BEE12 CE-2A
e v Site 1 OSPF Area O Site 2 oséfil .| 2
OSPF Area O i
= 2
100.50.0/24 10.0.200/24 7 172.22.2200/24 172.22.2220/24 10.0.21.0/247 10.0.60.0/24

O

PO —Qr QS — @G %1
4= ge-1/174 ge- 1/0/1 ge-1/0/4

Ta
= CE-1 PE-2 PE-3 CE-2

00182168121 0019216821 0019216822 o0 192168.12.2
o0 192168124

10.0.61,0,,

o0 192168123

=" AS 65512 provides carrier-of-carriers services to its
customers in AS 10and AS 11

* LSP established between PE routers
= Policy on customer PE routers to advertise /internal
routes to provider
* EBGPwith 1labeled-unicast NLRI| between CE device and
PE routers
= PE-1 and PE-4 routers establish a multihop
MP-EBGP session to advertise external (VPN) routes
(172.16/16)using family inet-vpn
This graphic provides a sample network. The following sections show various configuration-mode and operational-mode screen

captures relating to this graphic.
The provider’s network is assigned AS 65512. It already has established an LSP between PE-2 and PE-3 using RSVP. The PE
routers have a VRF table configured, along with the necessary VRF target and route distinguishers. PE-2 and PE-3 function as

ASBRs in this application.

Policy on CE Routers
The CE routers are configured to run MP-EBGP (Family inet labeled-unicast) with the PE routers and have a policy in
place to ensure that only internal prefixes are advertised to the provider’s PE routers.

PE-1 and PE-4 Routers Exchange External Routes

A multihop MP-EBGP session is configured between the PE-1 and PE-4, because the customer networks are assigned different
AS numbers. The external route 172.16/16 is advertised as a labeled-VPN route by PE-4 to PE-1 using this MP-EBGP session.

Customer routers CE-1 and CE-2 also function as ASBRs in this example.
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PE-1 Configuration

= Redistributes external (VRF) routes to PE peers
= Multihop EBGP-loopback peering with resolve-vpn

user@pe-1# show protocols bgp useri@pe—1# show routing-instances
group int { vpn-z |
type internal; instance-type vri;
local-address 192.168.12.3; interfage ge—l(D/G.D;
family inet { route-distinguisher 192.168.12.3:1;
labeled-unicast { vrf-target target:10:200;
resolve-vpn; routing-options {
T static |
} route 172.15.0.0/16 next-hop 10.0.51.2;
neighbor 182.168.12.1; }
} }
group szt { }
type external;

user@pe-1# show protocols mpls

multihop; interface all;

local-—address 102 168, 12.3;

famllyllnet—vpn { userfpe-1# show protocols 1ldp
unicast; .

, interface all;

family lZ2wpn {
signaling;

}
peer—-as 11;
neighbor 19Z2.168.12.4;

}

This graphic shows the key aspects of PE-1’s configuration. Family labeled-unicast is configured for its MP-IBGP session to
CE-1, and family inet-vpn is configured for the multihop MP-EBGP session to PE-4.

resolve-vpn

The resolve-vpn option causes PE-1 to copy the labeled-unicast routes it receives from CE-1 into inet. 3, which

allows VPN routes to resolve through the interprovider LSPs. Without this option, all the VPN routes received would be hidden,
due to unusable next hops.
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bgp {

}

= Redistributes internal routes to PE-2; family inet
labeled-unicast needed on BGP peering session

userfice-1# show protocols

group int {

type internal;

local-address 15%2.1e8.12.1;

family inet {
fabeled-unicast

i
export nhs;
neighbor 15%2.168.12.3;

group ext {

type external;
family inet {
Labeled-unicast:|

'

export internals:
peer-as 65512;
neighbor 10.0.20.1;

This graphic displays key portions of the configuration on CE-1. RSVP is enabled, and an LSP is defined back to PE-1 (not
shown). The MP-IBGP session to PE-1 has the labeled-unicast family configured. This configuration is needed so that CE-1
can include labeled-unicast routes along with the advertisements for Site 2’s internal routes.

CE-1 also has an MP-EBGP session configured for its connection to PE-2. This session must also support labeled-unicast

routes.

The following policy is applied to CE-1's MP-EBGP session to PE-2. This policy ensures that Site 1 sends only internal routes to

the provider:

lab@ce-1# show policy-options
policy-statement internals {
term 1 {

from protocol [ ospf direct ];

then accept;

¥
term 3 {

then reject;
¥
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Carrier-of-Carriers VPNs Operation: VPN Routes

= VRF routes are learned through MP-EBGP connection
between customer PE routers

userfpe-1> show route receive-protocol bgp 192.168.12.4
inet.0: 8 destinations, 8 routes (8 active, 0 holddown, 0 hidden)
inet.3: 4 destinations, 4 routes {4 active, 0 holddown, 0 hidden)

vpn-Z.inet.0: 5 destinations, 5 routes (5 active, 0 holddown, 0 hidden;

Prefix Nexthaop MED Lelpref AS path
* 10.0.61.0/24 152.1s8.12.4 11 1
* 172.16.0.0/16 152.1s8.12.4 11 1

mpls.0: & destinations, & routes {& active, 0 holddown, 0 hidden)

bgp.13vpn.0: 5 destinations, 5 routes (5 active, 0 holddown, 0 hidden)

Prefix Wexthop MED Lelpref RS path
1%2.168.12.4:1:10.0.51.0/24

e 1%2.168.12.4 11 1
192.168.12.4:1:172.1%6.0.0/1%

& 152.168.12.4 11 T

This graphic shows that PE-1 learns labeled VPN routes from PE-4 at Site 2. These routes are associated with a VRF label (not
shown) used by the advertising router (PE-4) to associate the packets with the correct VRF table.

Carrier-of-Carriers VPN Operation: Internal Routes

= |nternal routes are learned through MP-IBGP
connection between CE and PE routers

* resolve-vpn copies labeled routes into inet. 3 for VPN

route resolution
userfipe-1> show route receive-protocol bgp 192.168.12.1

inet.0: & destinations, 8 routes (8 actiwve, 0 holddown, 0 hidden)

Prefix Nexthop MED Leclpref AS path
* 10.0.21.0/24 1%2.168.12.1 100 65512 T
* 1%2.168.12.2/32 1%2.168.12.1 100 65512 11 1
¥ 1%2.168.12.4/32 152.168.12.1 100 65512 11 1
inet.3: 4 destinations, 4 routes {4 actiwve, 0 holddown, 0 hidden)

Prefix Nexthop MED Lclpref AS path
* 10.0.21.0/24 1%2.168.12.1 100 65512 T
* 1%2.168.12.2/32 1%2.168.12.1 100 65512 11 T
* 1%2.168.12.4/32 1%2.168.12.1 100 65512 11 1

This graphic shows that PE-1 learns about Site 2’s internal routes through its MP-IBGP connection to CE-1 (an ASBR).

The labeled-unicast routes received by PE-1 are copied into the main routing table (inet.0) as well as the inet. 3 table.
This copying is the result of the resolve-vpn option on PE-1 and is critical to the operation of this network. Normally, VPN
routes must resolve to an LSP that terminates on the egress PE router. Because PE-1 does not have an LSP terminating directly
on PE-4, the VPN routes are unusable without the labeled-unicast entries to the remote PE routers in inet. 3, which
indicate a multinetwork LSP between PE-1 and PE-4 exists.
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Carrier-of-Carriers VPN Operation: PE-2

= PE-2's VPN MPLS forwarding table

* Swap/push operations create three-level label stack in
provider core
userlpe-2> show route table wpn.mpls.0 detail

vpn.mpls.0: 2 destinations, 2 routes (2 active, 0 holddown, 0 hidden)
300288 (1 entry, 1 announced)
*VEPN Preference: 170

Mext hop type: Indirect

Wext-hop reference count: 2

Source: 192.168.2.2

Next hop type: Router, Next hop index: 769

WNext hop: 172.22.221.2 wvia ge-1/0/1.221 weight 0xl, selected

Label-gswitched-path pel-to-pez

|[Label operation: Swap 300080, Push 302400 (top)]

Protocol next hop: 1[5Z.160.

Swap 300080

Indirect next hop: 28aalel 1048576

State: <Actiwve Int Ext>

Local AsS: 65512

Age: 1:13:50 MetricZ: 4

Task: BGP RT Background

Announcement bits (1): O0-ERT

This graphic shows the VPN instance’s mpls.0 table that exists on PE-2. Here, packets received with a label of 300288 have
their top label swapped. PE-2 pushes a new label (obtained from RSVP or LDP) onto the stack, creating a three-level label stack
(VRF-label—300080—302400).

The top label is popped by the provider P router (PHP), such that PE-3 receives a packet with a two-level label stack. PE-3 swaps
the top label with the value assigned to the LSP to PE-4 by CE-2. PE-3’s label operation is shown here:

user@pe-3> show route table mpls.0O

mpls.0: 6 destinations, 6 routes (6 active, 0O holddown, O hidden)

+ = Active Route, - = Last Active, * = Both
299904 *[VPN/170] 19:07:27

> to 10.0.21.2 via ge-1/0/4.0, Pop
299904 (S=0) *[VPN/170] 19:07:27

> to 10.0.21.2 via ge-1/0/4.0, Pop
300080 *[VPN/170] 01:15:43

> to 10.0.21.2 via ge-1/0/4.0, Swap 299872

The result is that CE-2 receives a packet with a two-level label stack (VRF-label—299872). CE-2 then swaps the top label with the
value it associates with the LSP to the egress PE router. In this example, CE-2 pops the stack because it is the penultimate
router for this LSP.
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Carrier-of-Carriers VPN Operation: traceroute

* Customer PE-to-PE VRF table:

* Customer PE-to-PE:

traceroute to 152.168.12.4
byte packets

(122.1e8.12.4)

" traceroute operational command:

userfpe-1> traceroute 10.0.61.2 routing-instance wvpn-2

traceroute to 10.0.61.2 (10.0.81.2), 30 hops max, 40 byte packets
1 * * &
5 E
6 10.0.%0.2 (10.0.60.2) 0.797 ms 0.515 ms 0.502 ms
MPLS Label=29%808 CoS5=0 TTL=1 5=1
7 10.0.51.2 (10.0.561.2) 0.501 ms 0.507 ms 0.487 ms

userfpe-1> traceroute 192.168.12.4 source 192.168.12.3

1 10.0.50.1 (10.0.50.1) O0.510 ms 0.3%1 ms 0.36l1 ms
MPLS Label=25385¢ Cos=0 TTL=1 s5=1
2 10.0.20.1 (10.0.20.1) 0.383 ms 0.37% ms 0.373 ms
MPLS Label=300208 CoS=0 TTL=1 5=1
3**'}:
4***
5 10.0.21.2 (10.0.21.2) O0.606 ms 0.478 ms 0.466 ms
MELS Label=25%5732 Cos=0 TTL=1 s5=1
& 152.1s8.12.4 (152.1s8.12.4) 0.477 ms 0.475 ms 0.457 ms

from 122.168.12.3, 30 hops max, 40

This graphic shows the results of a VRF table-to-VRF table traceroute operational command as well as a traceroute

operational command from ingress PE router to egress PE router.

All other router hops in the customer an provider networks are seen as traceroute timeouts.

The traceroute between PE-1 and PE-4 shows the outer MPLS label for the various hops in the path, except for the provider’s
routers which appear as timeouts. The provider routers are not able to generate traceroute responses, owing to their not

carrying customer external or internal routes.
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Review Questions

1. What are two key differences between the
carrier-of-carriers application and interprovider
VPNs?

2. What are the three different methods for providing
interprovider VPN service?

3.In carrier-of-carrier signaling, what BGP address
family is used between provider PE and customer CE
routers?

Answers to Review Questions
1.

In a carrier-of-carrier application the customer routers maintain both customer internal and external routes. In an interprovider VPN,
except for the ASBRs connect to VPN sites, the customer routers maintain customer internal routes only.

2.

Option A specifies the use of separate VRFs for every VPN on the ASBRs. Option B specifies the used of the EBGP exchange of VPN
routes between ASBRs. Option C specifies the use of multthop EBGP (or IBGP) to exchange VPN routes between PEs in remote
autonomous systems.

3.

The labeled-unicast address family is used between PE and CE.
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